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Abstract

The purpose of Work Package WP7, “Error Evolution Control”, of the HYBRIDGE project
is developing algorithms with guaranteed performances for assisting human operators in
detecting critical situation and avoiding the propagation of errors and other non—nominal
events. In this report, the results of Deliverable 7.4, which were obtained in a deterministic
setting, are extended to a stochastic framework. In particular, we introduce a class of
stochastic hybrid systems to model and test observability of the Situation Awareness (SA)
error evolution in ATM. An observer is proposed for estimating the probability of a critical
state to be active. The obtained results are related to previous work on observability of
deterministic hybrid systems, and are applied to an ATM case study: a clearance to change
the flight plan.
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1 Introduction

The purpose of Work Package WP7, “Error Evolution Control”, of the HYBRIDGE project
is developing algorithms with guaranteed performances for assisting human operators in
detecting critical situation and avoiding the propagation of errors and other non—nominal
events.

Various aspects need to be taken into account in the study of error detection for ATM.
In the first four tasks of WP7, different aspects were considered. In particular, in Task
7.1, we dealt with a review of some of the psychological models that are in use for the
study of air traffic management. In Task 7.2, in addition to the study of a stochastic
hybrid model to describe the dynamics involved in error evolution control (see Deliverable
1.2 [3]), we addressed the issue of observability and observer design for hybrid systems (see
Deliverable 7.2 [7]). In Task 7.3: we investigated the applicability of the theoretical results
on observers obtained in Deliverable 7.2 to a realistic ATM situation, the active runway
crossing control problem, for the detection of situation awareness errors (see Deliverable 7.3
[8]). The work carried out in Deliverable 7.3 also showed that new theoretical investigations
were necessary to represent the error detection problem better. The observer construction
methods proposed in Deliverable 7.2 and applied in Deliverable 7.3 are based on the notion
of K—current—state observability [2] (a hybrid system is K—current—state observable if any
discrete location of the hybrid system can be identified by the use of the discrete outputs,
after a finite number K > 0 of discrete transitions). The number K is generic. In our
application, it is necessary to identify immediately those discrete locations — called critical
— that correspond to dangerous situations. Unfortunately, the notion of K—current—state
observability is of no use in this case. In fact, if a critical state occurs before K transitions
take place, then the corresponding critical situation is not identified even though the system
is current—state observable1. Thus, we extended the definition of observability to a subset
of critical states of the agent hybrid system to yield the concept of critical observability (see
Deliverable 7.4 [9]). We then presented how to design an observer based on this definition
to verify the observability of critical states. The results were applied to the runway crossing
problem and experimental results based on Matlab simulations were obtained.

In this report, the results of D7.4, which were obtained in a deterministic setting, are
extended to a stochastic framework. In particular, we introduce a class of stochastic hybrid
systems to model and test observability of the Situation Awareness (SA) error evolution
in ATM. Situation Awareness [19], [10] may be erroneous for several reasons, e.g., wrong
perception of relevant information, wrong interpretation of perceived information, wrong
prediction of a future state and propagation of error due to agent communication. Statistic
data retrieved by the analysis of real cases of ATM procedures may be used to define
specific error probability in ATM operations. Hence, we believe that a stochastic hybrid
framework is well suited to analyzing error propagation. The current operational mode of

1 In the case of the runway crossing example, the theory applies well because, after the signatures gener-
ation, the hybrid system model is current—state observable with K = 1.
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each agent is not always known and may be represented by a partially observable discrete
event system. An observer is proposed for estimating the probability of a critical state to be
active. The obtained results are related to previous work on observability of deterministic
hybrid systems, and are applied to an ATM case study: a clearance to change the flight
plan.

The report is organized as follows. In Section 2, we define a class of stochastic hybrid
systems, similar to the one considered in [18], namely a Markov Chain with continuous time
dynamics associated with each node. The discrete layer of the stochastic hybrid system is
assumed to be partially observable. For this class of systems, we propose in Section 3 the
following definition of P̄ - observability with respect to a set of critical states: the system
is said to be P̄ -observable (observable with probability P̄ ) if, whenever the measurable
system output yields an estimate of the current discrete state that is ambiguous (i.e. we
do not have perfect knowledge of the discrete state, but we have a set of states that are
undistinguishable as actual active states), then the probability that a critical state is active
is either zero or greater than P̄ for each execution of the system. We then show how an
estimator of the discrete state of the stochastic hybrid system may be designed for verifying
P̄ - observability. In Section 4, we show that 1- observability (observability with probability
P̄ = 1) is equivalent to current-location observability of [2] for the deterministic hybrid
system associated with the stochastic hybrid system. In Section 5, we present as a case
study a clearance changing the flight plan, where partial discrete information is used to get
a conditional probability distribution of the SA error evolution. Section 6 offers conclusions
and a glimpse at further work.

2 Definitions and Setting

We consider a hybrid system H with N locations q1, · · · , qN . A continuous dynamic is
associated to each location, described by the equations

ẋ = Aix+Biu, y = Cix, i = 1, · · · ,N (1)

with Ai ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rp×n, x ∈ X ⊆ Rn the continuous state, y ∈ Y ⊆ Rp

the continuous output, and u ∈ U ⊆ Rm the system input. As in [2], we suppose here that
systems (1) are observable, although this assumption may be relaxed.

The discrete dynamics are described by a non-deterministic generator of formal language
[17]:

q(k + 1) ∈ δ(q(k), σ(k))

σ(k) ∈ φ(q(k))

ψ(k + 1) = η(q(k), σ(k), q(k + 1))

(2)

with k ∈ N, q(k) ∈ Q, the discrete state space, σ(k) ∈ Σ ={σ1, · · ·σM}, the input symbol
set, ψ(k) ∈ Ψ ={ε, ψ1, · · ·ψP }, the output symbol set that includes ε, the null event. The
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transition, input and output functions

δ : Q×Σ→ 2Q, φ : Q→ 2Σ, η : Q×Σ×Q→ Ψ

are in general partial functions.

The functions δ, η can be extended as δ∗, η∗ in the usual way to accept sequences s =

σ1 · · ·σk ∈ Σ∗, with Σ∗ the monoid on Σ [17]:

δ∗(q, s) =
[
q0
δ(q0, σk)

for q0 ∈ δ∗(q, σ1 · · ·σk−1) and δ(q0, σk)! (“!" indicates that the partial function is defined
for the given arguments). If s is an input sequence of length l, the measured output is
p = η∗(s) = ψ1ψ2 · · ·ψk̄, where k̄ ≤ l since some ψi can be the null event ε. There may
exist strings of different length s1 and s2 (and hence with a different number of transitions)
such that η∗(s1) = η∗(s2). Let Q0 be the set of possible initial discrete states; given an
output string p = ψ1ψ2 · · ·ψk̄, we define

succp(Q0) :=
©
q ∈ Q : ∃q0 ∈ Q0,∃s ∈ Σ∗ such that q = δ∗(q0, s)! and η∗(s) = p

ª
the set of all states that may be reached from an initial state q0 ∈ Q0 with an output string
p.

The reset function
R : Q×Σ×Q×X → X

associates to each transition in Q×Σ×Q a reset of the continuous state.

The evolution in time, also called execution, of the hybrid system H, can be defined as in
[13]. In particular, a hybrid time basis τ = {Ik} ∈ T , k ∈ N, of H is a finite or infinite
sequence of intervals Ij = [tk, t

0
k] such that

1. Ij is closed if τ is infinite; Ik might be right—open if it is the last interval of a finite
sequence τ ;

2. tk ≤ t0k for all k ∈ N and t0k = tk+1 for k ≥ 0.

The cardinality of the hybrid time basis is denoted by |τ |.

We assume here that discrete transitions are produced at unknown times t0k by a discrete
uncontrollable input σ (thus Σ = {σ} and φ(q) = σ for each q ∈ Q). We also assume
the existence of a minimum dwell time before which no discrete input causes a discrete
transition. The association of q(k), σ(k) and ψ(k) with time can be written, by abusing
notation, as q(Ik), σ(t0k−1) and ψ(t0k−1).

To characterize the stochastic behavior of H, we define
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1. A transition probability matrix Π such that the (i, j) element is

Πij : =

(
P[q(k + 1) = qj | q(k) = qi] if qj ∈ δ(qi, σ)

0 if qj /∈ δ(qi, σ)

where P[q(k + 1) = qj | q(k) = qi] is constant for each k and
NP
j=1
Πij = 1 for each

i = 1, · · · , N

2. An initial probability

Π0 =
h
P0[q1] P0[q2] · · · P0[qN ]

iT
where Π0i = 0 if qi /∈ Q0 and

NP
i=1
Π0i = 1.

We associate to H a stochastic hybrid system S := (H, Π,Π0) such that the sequence of
discrete states q(0), q(1), q(2), · · · q(k), · · · , k ∈ N, of S is a discrete time stationary Markov-
ian Stochastic process with initial probability distribution Π0 and transition probability
matrix Π. This setting is similar to the one considered in [18] for investigating a class
of stochastic optimal control problems. The space of all executions of H and that of S
are the same. However, the discrete execution is non deterministic on H, while on S it
is subtended by a probability space, denoted (Ω,F ,P), on which the stationary Markov
chain q(0), q(1), q(2), · · · exists. Ω is the space of all possible values that q(0), q(1), q(2), · · ·
can assume, and F the associated sigma-algebra. P is uniquely defined by the transition
probability matrix Π and the initial probability vector Π0. Let πi(k) : = P[q(k) = qi] and

π(k + 1) = ΠT π(k).

the corresponding dynamics. S will be called a Markov hybrid system.

We now introduce a formalism already used in [11] and that will be necessary in the following
sections to define the probability distribution of S conditioned to a partial observation of
the discrete state:

Definition 1 A digraph D (or directed graph) is an ordered pair of disjoint sets D = (Q,E)

such that E ⊆ Q×Q. A stochastic digraph is a digraph together with a transition probability
matrix.

Definition 2 Given a stochastic digraph D = (Q,E) and a subset Q0 ⊂ Q, D0 = (Q0, E0)
is the stochastic subdigraph induced by Q0 on D, where E0 contains all edges of E such that
both ends are in Q0. The normalization of a stochastic subdigraph is the procedure of scaling
all weights to obtain a stochastic digraph.

A Markov Chain may be formalized as a digraph, and in the following we will refer to the
subdigraph of the stochastic digraph associated to S as the subdigraph of S.
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3 P̄ -Observability w.r.t. Set of Critical States

There are important papers on the topic of diagnosability of stochastic systems. Debouk
et al., in [4], analyze an optimization problem for sensor selection for failure diagnosis: a
stochastic framework is used to minimize the number of tests and of sensors. Yoo and
Lafortune, in [20], analyze diagnosability and the related control problems for partially
observable discrete event systems, and propose a polynomial verification method. The
definition of diagnosability does not require the detection of errors in real time, while in an
ATM context it is necessary to diagnose a dangerous situation immediately. In this section,
we propose a definition of observability for a Markov hybrid system with respect to a set of
critical states. We then show how to design an observer for verifying P̄ -observability.

3.1 P̄ -Observability definition

Using the discrete output string ψ1 · · ·ψk, it is possible to evaluate P[q(k) = qi] conditioned
to a subset of trajectories, namely all the trajectories whose output is the measured out-
put. Consider the probability space (Ω,F ,P). Whenever a new output event at time k
is generated, it is possible to define a sequence {Gk}k≥0 (where Gk⊂Ω ∀k ≥ 0), generated
by the set of paths that may be associated to the output string ψ1 · · ·ψk, and evaluate
P[q(k) = qi | ψ1 · · ·ψk] := P[q(k) = qi | Gk]. Let a set Qc ⊆ Q of critical states of S be
given, namely a set of states associated to dangerous operations. We can give the following
definition:

Definition 3 Given a Markov hybrid system S, it is P̄ -observable (with probability P̄ ) for
some P̄ ∈ [0, 1] w.r.t. Qc if, ∀qi ∈ Qc and for k ∈ N:

P[q(k) = qi | Gk] > P̄ , or

P[q(k) = qi | Gk] = 0

When a discrete output string p restricts the possible active state of S in the set succp(Q0) ⊂
Q such that succp(Q0)∩Qc 6= ∅, the probability that the discrete state is qc may be either
higher than P̄ or zero, that is either we are sure that we are not in a critical state (thus
we don’t have to worry) or the probability of being in a critical state is higher than a given
bound P̄ , and it is reasonable to start an alarm signal. This particular case is interesting
because, in the ATM context, it corresponds to give an alert each time there is a possibility
of being in a critical situation: we guarantee that we detect all critical situations with a
probabilty of generating a false alarm less than 1 − P̄ . We reach the limit case when the
output function is rich enough that P[q(k) = qi | Gk] assumes only the values 1 or 0 for each
k > 0, that is we know at each time with probability 1 if state qi is active or not. Clearly, it
is possible that Gk allows to identify a state with probability 1 and Gk+1 does not, because if
an output string ψ1 · · ·ψk can only be generated by a unique path, the string ψ1 · · ·ψkψk+1

could instead be associated to more than one path of S.
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3.2 P̄ -Observability verification

We now propose a method for the construction of a hybrid system O whose discrete input
is the measurable discrete output of S (namely Σ̂ = Ψ \ {ε}), and whose continuous state
is π̂(t) = [π̂1, π̂2, · · · , π̂N ] ∈ [0, 1]N , where π̂i(t) = P[q(k) = qi | Gk] for t ∈ [tk, tk+1). The
discrete layer of O may be constructed as in [9]. Given an output string ψ1 · · ·ψk of S, the
associated discrete execution of O, q̂(0), q̂(1), q̂(2), · · · , where q̂(k) ⊂ 2Q, is the set of states
of Q that may be active at time k for the given string. In such a construction, the discrete
input set Σ̂ may be enriched exploiting the knowledge coming from the continuous dynamics
to create further discrete signals (called “signatures"), as proposed in [2], which provide
additional information to discriminate the discrete locations. The task of the signature
generator is similar to that of a fault detection algorithm and is not discussed here (see
[14] for a tutorial). The key point from the observability point of view is that signatures
have to be generated before the system leaves the discrete state. This idea is carried out
in [2] as follows: appropriate Luenberger’s observers are designed for each of the continuous
dynamics (1). Then, the signatures ψ̄1, · · · , ψ̄N̄ are obtained by feeding the observer outputs
into a decision function block. In [2], it is shown how the observers’ gains have to be chosen
so that the signatures are generated within a finite and fixed time, namely the minimum
dwell—time. Each label ψ̄i ∈ Ψ̄ = {ψ̄1, · · · , ψ̄N̄} is characteristics of a set of locations
associated to the same continuous dynamics, and is added as output h(q) to the arcs entering
the states q contained in such set. Therefore, the input set of O can be defined as

Σ̂ =
n
Ψ ∪ Ψ̄

o
\ {ε}

Clearly, it is possible that h(qi) = h(qj) for some i, j, therefore N̄ ≤ N .

By construction, the discrete dynamics of O are deterministic: thus, the transition function
may be defined as δ̂ : Q̂× Σ̂→ Q̂.

In order to give conditions for P̄ -observability of S, it is reasonable to reduce the complexity
in the construction of O, namely erasing all the states of S (and their successors) such
that critical states are not reachable from them. For notational simplicity, we still call
S the reduced system. Then, to guarantee that the continuous state of O is equal to
P[q(k) = qi | Gk] for each k ∈ N, we need to detect all ε transitions on the reduced system
S. Since we are only interested in the detection of the null-output transitions, and not in
the resolution of the ambiguity about which discrete state of S is currently active at each
time, we require that, for each couple (q, q0) such that η(q, σ, q0) = ε,

h(q) 6= h(q0)

This is a weaker condition than the ones given in [9], where the generation of the signatures
is used to steer O to singleton states, and thus to obtain the perfect knowledge of the state
q(k) for each k. Another way of detecting an ε transition can be the presence of a reset of
the continuous state.
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The continuous dynamics associated with each discrete state of O are trivially flat, namely
π̂(tk) is constant until the next measured output resets the probability measure. Thus
π̂(t) = π̂(Ik) is constant for t ∈ [tk, t

0
k) ,∀k ∈ N. To complete the definition of the continuous

layer of O, we now define a reset function of the continuous state, whose interpretation is
that we use the information given by the the discrete output ψ of S to reset the probability
measure of each state of Q. Let tk be the switching time for a transition of O induced
by the output event ψ such that δ̂(q̂1, ψ) = q̂2 (the event ψ steers the observer from state
q̂1 to state q̂2 at time tk). We define a Nq2 × Nq1 dimensional matrix R̂q̂1,q̂2 such that
π̂(tk+1) = R̂q̂1,q̂2 π̂(t0k). First, we define q̂

0
1 ⊆ q̂1 the set of states of q̂1 such that in S there

exists an outgoing transition with ψ output. The vector π̂(t0k) must be normalized as π̂
0(t0k)

in order to set probability 0 for all states in q̂1 \ q̂01. Consider now the subdigraph induced
by (q̂1 ∪ q̂2) (let N1,2 be the cardinality of such a set) on S; we assign probability 0 to all
transitions whose output is not ψ and normalize the subdigraph, obtaining an N1,2 ×N1,2
dimensioned transition matrix Π̂. We define π̂j(tk+1) =

P
i:qi∈q̂1

Π̂ij π̂
0
i(t
0
k) for each j : qj ∈ q̂2,

else π̂j(tk+1) = 0. R̂q̂1,q̂2 is well defined.

Let ξ̂(t, k) = (π̂(t), q̂(k)) be the hybrid state of O, where ξ̂ ∈ [0, 1]N × Q̂. ξ̂0 = (Π0,Q0) is
the initial state.

Let {Gk}k≥0 be such that

G0 = Ω and Gk+1 = Gk ∩ [q(k + 1) ∈ q̂(k + 1)]

where the event [q(k + 1) ∈ q̂(k + 1)] is a subset of Ω, and Gk is the set of all paths that
may be associated to the system output until k + 1.

We can state the following

Theorem 4 Given a system S and the associated system O. Then, for each execution of
S,

π̂i(t) = P[q(k) = qi | Gk]

∀t ∈ [tk, tk+1),∀i = 1 · · ·N .

Proof. (by induction) Let qi(k) be a compact notation for q(k) = qi. Since π̂i(t) is constant
for each t ∈ [tk, tk+1), we refer to π̂i(Ik) as the value on such intervals. For k = 0

π̂(t0) = Π0

by construction, thus
π̂i(t0) = Π0i = P[qi(0)] = P[qi(0)| G0]

for all i = 1, · · · , N being G0 = Ω.

We will now prove the induction step, namely that π̂i(Ik) = P[qi(k)| Gk] implies that
π̂i(Ik+1) = P[qi(k + 1)| Gk+1], ∀i = 1, · · · , N . Let q̂(k) = q̂1. By construction π̂i(Ik+1) =
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R̂q̂1,q̂2 π̂i(Ik) if a transition (q̂1, q̂2) occurs at time k by an output ψ of S. The additional
information given by the output ψ restricts the possible paths in two ways: first, the
current probability P[qi(k)| Gk+1] is normalized to the only states from which a ψ output
may be generated. Then, the transition probabilities P[qi(k + 1)| qj(k),Gk+1] must also
be normalized (subdigraph normalization) to consider only the transitions with ψ output.
Thus, by construction

π̂i(Ik+1) =
NX
j=1

P[qi(k + 1)|qj(k),Gk+1] P[qj(k)| Gk+1] = P[qi(k + 1)| Gk+1]

The following result states that, given a system S and the associated system O, the P̄ -
observability property is associated to a reachability problem on O. Let ReachO be the set
of reachable hybrid states ξ̂ ∈ X̂× Q̂ of O, for the initial state ξ̂0 and for the output strings
of all executions of S. Then,

Corollary 5 A Markov hybrid system S is P̄ -observable w.r.t. Q̄ ⊆ Q if, for the associated
observer O the following is true:n

ξ̂ = (π̂, q̂) : π̂i ∈ (0, P̄ ) ∀i : qi ∈ Qc

o
∩ReachO = ∅

4 P̄− Observability for P̄ = 1

In this section, we introduce an equivalence relation between P̄ - observability of S and
current-location observability [2] of H. More precisely, we prove that, given a system S,
the P̄ - observability conditions for P̄ = 1 on the associated observer OS are equivalent to
the current location observability conditions [2] on the observer OH of H. Note that the
construction of the discrete evolution of O is identical, thus OS and OH have the same
discrete dynamics and therefore the same topological structure of the associated automata.
We first recall the definitions given in [2] and [9] for a hybrid system H w.r.t. a subset of
states Qc ⊆ Q:

Definition 6 A hybrid system H is current-location observable w.r.t. a subset of states
Qc ⊆ Q if there exists a positive integer K such that for every k ≥ K, and for any initial
state q(0) ∈ Q, a state qi ∈ Qc can be determined from the output sequence ψ(1), · · · , ψ(k)

for every possible input sequence σ(1), · · · , σ(k)

Theorem 7 A hybrid system H is current-location observable w.r.t. a subset of states
Qc ⊆ Q for K = 1 if, for each non-singleton state q̂ of the corresponding observer OH,
q̂ ∩Qc = ∅

8



We can now state the following:

Theorem 8 Given the systems H and S, and the corresponding observers OH and OS, the
following are equivalent:

1. S is P̄ -observable w.r.t. Qc with probability P̄ = 1

2. H is current-location observable w.r.t. Qc for K = 1

Proof. 2) =⇒ 1): H is current-location observable w.r.t. Qc ⊆ Q and K = 1 if and only
if, for each non-singleton state q̂ of the corresponding observer OH, q̂ ∩Qc = ∅. This is also
true for OS , since the construction of the discrete layers of OH and OS is identical. Thus,
by construction,

π̂i(Ik) = 1 if q̂(k) = {qi}
π̂i(Ik) = 0 if q̂(k) 6= {qi}

for each k ≥ 1.

1) =⇒ 2) S is P̄ -observable w.r.t. Qc ⊆ Q with probability P̄ = 1 if and only if the following
property holds for OS for each i such that qi ∈ Qc :

π̂i(Ik) ∈ {0, 1} ∀k ≥ 1

Thus, for each qi ∈ Qc and each k ≥ 1, either

P[q(k) = qi | Gk] = 0

or
P[q(k) = qi | Gk] = 1

In the first case, the statement implies that the event [q(k) = qi] /∈ Gk almost surely, thus
for the measured output there exists no path such that q(k) = qi; thus, by construction of
OS , q̂(k)∩Qc = ∅. In the second case, the statement implies that the event [q(k) = qi] ≡ Gk
a.s., thus for the measured output all the compatible paths are such that q(k) = qi. By
construction of OS , q̂(k) = {qi}. Thus, being the discrete layer of OS equal to the discrete
layer of OH, we proved that for each execution of OH and for each k ≥ 1, if q̂(k) is a
non-singleton state of OH, then q̂(k)∩Qc = ∅. By construction of OH, for each q̂ ∈ Q̂ there
exists at least one execution of H such that the corresponding execution of OH visits q̂,
thus the previous assertion on q̂(k) holds true for each q̂ ∈ Q̂.

5 Case study: Clearance Changing the Flight Plan

In the following, we consider the ATM procedure consisting of a clearance changing the
flight plan. A description of the agents involved is presented and the procedure is modeled
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Figure 1: Clearance Changing the Flight Plan procedure

as a Markov hybrid system. A Clearance Changing the Flight Plan involves a pilot of a
flying aircraft and an air traffic controller. We suppose that the procedure is started by a
decision of the controller because of a conflict resolution. The agents involved (see Figure
1) and the specific behaviour of each of them are described in the following:

• The Flight Management System (FMS) is a technical system that contains the
flight plan, modeled as a list of operations to be executed. Each element of the list
consists of a position (for simplicity, and without loss of generality, we suppose a
classical Cartesian Coordinates System s = (x, y, z) ), and an arrival time t, which is
the time the position s is supposed to be reached. The FMS is configured by the PF,
and controls the aircraft direction, speed and flight mode.

• The Flight Data Processing System (FDPS) is a system containing the flight
plan, that may be reconfigured by the controller.

• The Aircraft (AC ) is totally controlled by the FMS.

• The Pilot flying (PF) interacts via VHF communication with the Controller, and
can change the actual flight plan by re-configuring the FMS system.

• The Air Traffic Controller (CO) interacts via VHF communication with the PF
and monitors the aircraft informations (position, velocity, altitude, direction, aircraft
code etc) on the FDPS.

A Clearance Changing the Flight Plan procedure starts when the Controller, to resolve
a conflict, decides to ask the pilot to reconfigure the actual flight plan. The interaction
between the CO and the PF may be assumed as a request by the CO to the PF to
reconfigure the FMS with a new position and arrival time, and a confirm by the PF, who
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inserts the new data on the FMS. The Controller too configures the FDPS with the new
coordinates. This simple operation may be affected by several errors, which can bring to an
erroneous flight plan configuration and therefore to a risk situation. We suppose without
loss of generality that the Controller decided for a secure flight plan, and that the FMS
configuration is executed before the FDPS configuration. Furthermore it is assumed that
the technical systems are operative, to set the focus on human Situation Awareness . The
following errors may be considered:

1. Communication error

2. FMS configuration error

3. FDPS configuration error

An analysis of the propagation of Situation Awareness errors may be done by formalizing
a stochastic system whose continuous dynamics are the aircraft dynamics given by the
position and the velocity, and whose discrete states are all possible combinations of Situation
Awareness values of the agents. More precisely, we define the intent SA of each agent
involved in the procedure as its awareness of the flight plan. The information flow previously
described can cause errors in the propagation of the SA among agents. The Situation
Awareness of each agent may assume one of the following values:

1. The old flight plan (Old)

2. The new flight plan decided by the controller (New)

3. Erroneous flight plan due to communication error between ATC and PF (ECOM )

4. Erroneous flight plan due to erroneous programming of the FMS (EFMS)

5. Erroneous flight plan due to erroneous programming of the FDPS (EATS)

We suppose here, without loss of generality, that a communication error and a FMS pro-
gramming error cannot happen simultaneously. This condition simplifies the number of
states and transitions in the error evolution model.

We consider the SA of the following agents:

1. Pilot Flying (PF )

2. Flight Management System (FMS)

3. Fligh Data Processing System (FDPS)
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At the beginning of the Clearance Changing the Flight Plan, the Situation Awareness of PF,
FMS and FDPS is Old. This will be considered as the initial discrete state. Considering
possible errors in the SA propagation, we can construct an automaton where each discrete
state is a different value of the SA vector of the three considered agents: PF, FMS and
FDPS. The discrete states of the SA propagation model are all possible permutations of
the considered agents’ SA. We consider here only the most relevant states of this system,
in order to avoid the generation of a too complex model. In such a system, the continuous
aircraft dynamic associated with each location may be the same even in case of erroneous
FMS configuration: for example, if the correct flight level given by the Air Traffic controller
is 220 and the level understood by the pilot is 240, the rise dynamic of the aircraft may be
identical, and an error could be detected when the aircraft has already entered a prohibited
flight level. This means that the use of continuous dynamics to detect the current discrete
state [2] may not always solve the problem. Thus, in order to get extra discrete information
from the system, we assume that it is possible to compare the flight plan configured on the
FMS and the flight plan memorized in the FDPS : if they are equal, the system output is
0, otherwise it is 1.

A Clearance Changing the Flight-Plan procedure can be described by the following system
S, which models the Situation Awareness error evolution:

• Q = {q1, q2, · · · , q12} is the set of discrete states. See Figure 2 for the interpretation
of each state

• Σ = {σ}, Ψ = {0, 1, ε} where ε is the null output, 0 indicates that the flight plan
memorized in the FMS is equal to the flight plan memorized on the FDPS (SAFMS =

SAFDPS ), and 1 indicates the flight plans are not equal (SA FMS 6= SAFDPS ); SA
stays for Situation Awareness.

• δ, φ, η are defined according to the automata in Figure 2

• X = R3 × R3 is the continuous state space, where x = (s, v) specifies the aircraft
position s and the velocity v

• U = R3 is the control on the velocity of the aircraft, Y = R3 is the measure of the
position of the aircraft

• Ai, Bi, Ci :

Ai =

"
0 I3
0 0

#
, Bi =

"
0

I3

#
, Ci =

h
I3 0

i
∀qi ∈ Q are the continuous dynamics. The velocity vector vqi depends on the flight
plan configured on the FMS and is controlled by u.

• Π is the transition probability matrix, which may be defined according to ATM
statistics. In this analysis, it is not important to define the numerical values of Πij
since our aim here is to define a framework more than solving specific cases.
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PF = old
FMS = old
FDPS = old

PF = new
FMS = old
FDPS = old

PF = new
FMS = new
FDPS = old

PF = new
FMS = new
FDPS = new

PF = new
FMS = EFMS

FDPS = old

PF = new
FMS = new
FDPS = EFDPS

PF = new
FMS = EFMS

FDPS = EFDPS

EFMS = EFDPS

PF = ECOM

FMS = old
FDPS = old

PF = new
FMS = EFMS

FDPS = EFDPS

EFMS ≠ EFDPS

PF = ECOM

FMS = ECOM

FDPS = old

PF = ECOM

FMS = ECOM

FDPS = EFDPS

ECOM = EFDPS

PF = ECOM

FMS = ECOM

FDPS = EFDPS

ECOM ≠ EFDPS

q1

q2

q3

q4

q5

q6

q7

q9

q11

q8

q10

q12

1

1

1

1

1

0

0

0

0

1

0

Figure 2: Situation awareness error evolution model S
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q1

q2,q3

q4,q5,q6

q7,q8,q9

p1

p2

p3

p4

0

1

0

q10,q11,q12

1

p5

Figure 3: System O automaton

• Π0 = [1 0 · · · 0]T

• x(0) are the aircraft continuous position and velocity when the Clearance Changing
the Flight Plan procedure starts.

The construction procedure previously described leads to the following system O, where:

• Q̂ =

(
q̂1 = {q1}, q̂2 = {q2, q3}, q̂3 = {q4, q5, q6},
q̂4 = {q7, q8, q9}, q̂5 = {q10, q11, q12}

)

• Σ̂ = {0, 1}

• δ̂, φ̂ are defined according to the discrete event system in Figure 3

• π̂(t) ∈ [0, 1]N is the continuous state, such that π̂i(t) = P[q(k) = qi | ψ1 · · ·ψk],∀t ∈
[tk, tk+1)

• Π̂q̂ = I, ∀q̂ ∈ Q̂
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R̂ is the reset map:

R̂(q̂1,q̂2) :


π̂2(k) = π̂1(k − 1) · Π1,2
π̂3(k) = π̂1(k − 1) · Π1,3
π̂i(k) = 0 for i 6= 2, 3

R̂(q̂2,q̂3) :


π̂4(k) = π̂2(k − 1) · Π2,4
π̂5(k) = π̂2(k − 1) · Π2,5
π̂6(k) = π̂3(k − 1) · Π3,6
π̂i(k) = 0 for i 6= 4, 5, 6

R̂(q̂3,q̂4) :


π̂7(k) = π̂4(k − 1) · Π4,7
π̂8(k) = π̂5(k − 1) · Π5,8
π̂9(k) = π̂6(k − 1) · Π6,9
π̂i(k) = 0 for i 6= 7, 8, 9

R̂(q̂3,q̂5) :


π̂10(k) = π̂4(k − 1) · Π4,10
π̂11(k) = π̂5(k − 1) · Π5,11
π̂12(k) = π̂6(k − 1) · Π6,12
π̂i(k) = 0 for i 6= 10, 11, 12

From the analysis of the system O, system S is not 1−observable since non-critical states
q4 and q7 are indistinguishable from critical states q5, q6 and q8, q9, respectively, even when
comparing the FMS and the FDPS data. Therefore, to distinguish critical states from
non-critical ones, additional discrete outputs must be introduced. Finding the set of extra
discrete outputs necessary to obtain 1 - observability is a combinatorial problem on the
structure of the system S, and may be trivially solved by adding all possible combinations
of additional outputs to the set of edges of S, and verifying the required conditions of 1

- observability on the system with the new outputs. Some optimization criterium can be
introduced, as done in [4]. To obtain P -observability, a similar procedure should be followed.
Since P - observability conditions are weaker than deterministic current state observability
conditions, the necessary number of additional outputs would be lower than in that case.

For the particular example considered here, suppose p(k) = p4. Then

P[q(k) = q7] = Π1,2 ·Π2,4 ·Π4,7
P[q(k) = q8] = Π1,2 ·Π2,5 ·Π5,8
P[q(k) = q9] = Π1,3 ·Π3,6 ·Π6,9

Since the values Π1,3 (communication error probability, transit ion (q1, q3)) and Π2,5 (FMS
data insertion error probability, transition (q2, q5)) are very low, P - observability does not
hold for a reasonable value of P . Thus, we have to add new outputs, denoted ECOM and
EFMS, to the transitions (q1, q3) and (q2, q5). To generate the output ECOM , since the VHF
channel cannot be "measured", and the continuous state of the aircraft does not give any
useful information, the only possibility is changing the procedure and introducing a protocol
for the flight plan information data transmission, such that an error in the data transfer
can be observed. The resulting observer O0 constructed using these additional outputs is
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q1

p1

p2

0

1

1

q2

q3

ECOM

q4

p3

p4

q6

p6 q12 p12

q9

1

0

q5

EFDPS

p5 q11

q8

1

0

p9

p11

p8

q10

q7

1

0

p10

p7

Figure 4: System O0 automaton

shown in Figure 4, and fulfills 1-observability conditions. It is easy to see that with all
other combinations of additional outputs, it is not possible to achieve P - observability for
a reasonable value of P .

The observability analysis presented here offers the advantage of obtaining an estimate of
the probability distribution of the critical states: it can be used to determine the probability
of a Situation Awareness error for the next transition, by examining all possible one-step
transitions from the actual state of O and analyzing the probability of the next state of S
to be critical.

6 Conclusions

In this report, we show that estimating and mitigating the probability of SA error in ATM
may be supported by observability analysis. We proposed a definition of critical observ-
ability for a class of stochastic hybrid systems, namely for a Markov Chain with continuous
time dynamics associated with each node. For this class of systems, conditions for checking
critical observability were given, and an algorithm to design an observer was illustrated.
The equivalence of 1 - observability conditions presented here and current location observ-
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ability conditions given in [2] for non stochastic hybrid systems was proven. This stochastic
framework was then used to analyze error evolution in an ATM example and to define prob-
ability measures on the transitions of the hybrid system model. The framework proposed in
this report may be used for simulating ATM procedures and verifying "observability" - i.e.
detectability - of dangerous operations. If the system is not observable with an acceptably
low probability of generating a false alarm (and certainty of detecting a dangerous situa-
tion), the procedure must be changed with the introduction of new system outputs, and
the verification procedure can be used on the resulting new system.

Future research will focus on the minimization of the set of discrete outputs necessary to
obtain P - observability and on the extension of our results to continuous time Markov
Chains.
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