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Preface

The aim of this book is to provide an overview of recent research activity
in the area of stochastic hybrid systems, and to motivate it by problems in
air traffic management. Emphasis will be placed on fundamental theoretical
advances for this complex and diverse class of systems, in particular on:

• Stochastic hybrid modeling;
• Compositional specification;
• Reachability analysis;
• Hybrid observer design;
• Safety verification; and
• Randomized optimization.

The research contributions are organised in three parts:

Part 1. Stochastic Hybrid Processes
Part 2. Analytical Approaches
Part 3. Complexity and Randomization

Amsterdam, Henk Blom
28th April 2005 John Lygeros
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Introduction

Henk A.P. Blom1 and John Lygeros2
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1 Complex, Safety Critical, Embedded Systems

The first decade of the new millennium finds the global economy at an im-
portant juncture. The rapid technological advances of recent decades coupled
with economic pressure are forcing together sectors of the economy that have
evolved separately to date. Among these sectors are

• Industrial processes, an area of intense activity for more than a century.
• The information revolution, whose implications became apparent to the

wider public in the 1990’s, but whose foundations were being laid for
decades.

• Service oriented society, which asks for an approach where humans stay
responsible.

This rapprochement of “mind” and “matter” presents historic opportu-
nities and challenges in many areas of economic and social activity. Some of
the greatest challenges arising out of this interactions have to do with safety
critical embedded systems.

Embedded systems, i.e. systems where digital devices have to interact with
on one hand a predominantly analog environment, and on the other hand with
humans, are the natural outcome of the merging of industrial and informa-
tion processes. Many of these embedded systems materialize in applications
where safety is a primary concern. Examples include automotive electronics,
transportation systems, energy generation and distribution, etc. The need to
provide safety guarantees for the operation of these systems imposes particu-
larly stringent requirements on the engineering design.

The process is further complicated by the fact that the evolution of many
safety critical embedded systems involves substantial levels of uncertainty,
that arises either from the physical process itself, or from the actions of human
operators (e.g. the drivers, air traffic controllers, pilots, etc.). The theoretical
development in handling uncertainty is facing a significant gap in how to
incorporate the mind-setting of humans who ultimately are responsible for
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safety. This requires one to manage uncertainty in an embedded, predictable,
and safe way.

2 Air Traffic Management

Air Traffic Management (ATM) is one example of this class of systems that
poses exceptional challenges. One of the defining features of the air traffic
process is the interplay between distributed decision making and safety crit-
icality. Figure 1 highlights this point. Unlike other safety critical industries,
such as nuclear and chemical plants, decision making is carried out at many
levels in the air traffic management process which involves interactions be-
tween many stake holders: pilots, air traffic controllers, airline operation cen-
ters, airport authorities, government regulators and even the traveling public.
The actions of all of these agents have an impact on both the safety and the
economic efficiency of the system.

Fig. 1. Air traffic compared with other safety critical processes in terms of potential
number of fatalities per accident and the distribution of safety critical interactions
between human and system agents

Despite technological advances, including powerful on-board computers,
advanced flight management and navigation systems, satellite positioning and
communication systems, etc., air traffic management still is, to a large ex-
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tent, built around a rigid airspace structure and a centralized, mostly human-
operated system architecture. Nevertheless, the level of safety achieved in air
traffic is very impressive, when one considers the volume of traffic and the
relatively low number of accidents.

The increasing demand for air travel is stressing current air traffic man-
agement practices to their limits. Air-Traffic in Europe is projected to double
every 10 to 15 years; even higher rates of growth are expected for the U.S.,
Asia and for trans-oceanic flights. This increase should not cause safety or
performance degradation in the near future, and place an additional burden
on the already overloaded human operators.

Previous research has shown that introducing automation of current con-
troller tasks alone will not solve this problem. There is rather a need for
fundamental changes in the human roles and tasks. One proposed advanced
approach is increasing the role of pilots and airborne separation assistance
systems in the air traffic management process. It is believed that in this way
the safety and economy of air traffic can be improved and the tasks of ground
controllers can be simplified, allowing them to handle the increased demand
in air traffic without compromising the current high safety levels.

The main problem with introducing such changes to air traffic practices is
that the system has evolved for a number of years in a rather ad hoc way. The
current air traffic management system involves an uncomfortable mixture of
rules, regulations, guidelines for the human operators, automated and semi-
automated components, computer tools, etc. As a consequence, even though
the current system provides an admirable level of safety, one does not really
understand why! Introducing any changes and assessing their impact on the
safety of air traffic is therefore a very challenging research topic.

3 Stochastic Hybrid Systems

Stochastic analysis can play a central role in this process. In principle one can
use stochastic analysis tools to investigate the safety of the current system,
determine the impact of proposed changes, and suggest ways of improving
the situation. This approach has had considerable success in the nuclear and
chemical industries. Air traffic, however, poses a number of additional chal-
lenges for stochastic analysis methods.

• Complexity and distribution: Unlike nuclear and chemical plants, the air
traffic management system is highly distributed, involving the interaction
of a large number of semi-autonomous agents (the aircraft) with centralized
components (air traffic control). As discussed above, the complexity of the
system increases further if one considers the impact on other stake holders,
airlines, passengers, etc.

• Human in the loop: Current air traffic management is centered around
the air traffic controllers and, to a lesser extent, the pilots. These human
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operators are likely to be an integral part of the system for many years
to come. Therefore, assessing the impact of their actions (and potential
errors) on the safety and performance of the system is crucial.

• Hybrid dynamics: When viewed as a dynamical system, air traffic man-
agement involves diverse types of dynamics:
– Continuous dynamics, that arise from the physical movement of the

aircraft, response times of the human operators, etc.
– Discrete dynamics, that arise when aircraft take off or land, change

cruising altitudes, move from one air traffic control sector to another,
etc.

– Stochastic dynamics, that arise due to weather uncertainty, errors of
the human operators, the possibility of mechanical failure, etc.

Therefore, the air traffic management process is best modeled in the frame-
work of stochastic hybrid systems, i.e. systems that combine continuous
dynamics with discrete/logic components and are affected by uncertainty.

These additional challenges imply that conventional stochastic analysis
methods may need to be extended to become applicable to the air traffic
process. Among other things, new methods are needed to:

• Extend stochastic analysis to hybrid systems and estimate “risk” in air
traffic situations.

• Define appropriate composition operators for stochastic hybrid systems
to allow one to generate models of large scale, complex systems (e.g. the
air traffic in a sector) out of models of smaller, simpler components (the
aircraft, pilots, air traffic controllers).

• Introduce distributed decision making to the process, e.g. by moving some
of the responsibility of the air traffic controllers to the on-board systems.

• Identify errors of the human operators by observing the system, estimate
their impact and possibly assist the operators in correcting them.

Acknowledgment
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the art approaches were then extended to pressing problems in air traffic
management.





Part I

Stochastic Hybrid Processes





Toward a General Theory of Stochastic Hybrid
Systems

Manuela L. Bujorianu1 and John Lygeros2
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Summary. In this chapter we set up a mathematical structure, called Markov
string, to obtaining a very general class of models for stochastic hybrid systems.
Markov Strings are, in fact, a class of Markov processes, obtained by a mixing
mechanism of stochastic processes, introduced by Meyer. We prove that Markov
strings are strong Markov processes with the càdlàg property. We then show how
a very general class of stochastic hybrid processes can be embedded in the frame-
work of Markov strings. This class, which is referred to as the General Stochastic
Hybrid Systems (GSHS), includes as special cases all the classes of stochastic hybrid
processes, proposed in the literature.

1 Introduction

In the face of growing complexity of control systems, stochastic modeling
has got a crucial role. Indeed, stochastic techniques for modeling control and
hybrid systems have attracted attention of many researchers and constitute
one of the hottest issues in contemporary high level research.

Hybrid systems have been extensively studied in the past decade, both
concerning their theoretical framework, as well as relating to the increasing
number of applications they are employed for. However, the subfield of sto-
chastic hybrid systems is fairly young. There has been considerable current
interest in stochastic hybrid systems due to their ability to represent such
systems as maneuvering aircraft [18], switching communication networks [16].
Different issues related to stochastic hybrid systems have found applications
to insurance pricing [12], capacity expansion models for the power industry
[11], flexible manufacturing and fault tolerant control [13, 14], etc.

A considerable amount of research has been directed towards this topic,
both in the direction of extending the theory of deterministic hybrid systems
[17], as well as discovering new applications unique to the probabilistic frame-
work.
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1.1 Objectives of the chapter

This chapter has three objectives:

1. Introduce a very general framework for modeling stochastic hybrid processes:
General Stochastic Hybrid System, abbreviated with GSHS.

2. Develop a theoretical construction for mixing Markov processes which
preserves the Markov property. The result of this mixing operation will
be called Markov string .

3. Show how GSHS can be embedded in the Markov string constructions and
hence deduce the basic properties of GSHS as Markov property, strong
Markov property

A GSHS might be thought of a ‘conventional’ hybrid system enriched with
three uncertainty characteristics:

1. the continuous-time dynamics are driven by stochastic differential equa-
tions (SDE) rather then classical ODE,

2. a jump takes place when the continuous state hits the mode boundary or
according with a transition rate

3. the post jump locations are randomly chosen according with a stochastic
kernel.

Intuitively, GSHS can be described as an interleaving between a finite or
countable family of diffusion processes and a jump process. Our goal is to prove
that GSHS is indeed a ‘good model’. This means that we need to investigate
the stochastic properties of this model. A natural property we were looking for
is the Markov property. Analyzing the form of the GSHS executions (paths or
trajectories), the first observation is that these are, in fact, ‘concatenations’
of the diffusion component paths. The continuity inherited from the diffusion
trajectories is perturbed by the jumps between the diffusion components.

This observation leads to the investigation of a general mechanism for mix-
ing Markov processes that preserves the Markov property. Given a finite or
countable family of Markov processes with reasonably good properties, this
machinery will allow us to get a new Markov process whose paths are obtained
by ‘sticking’ together the component paths. Roughly speaking, Markov strings
are sequences of Markov processes. The jump structure of a Markov string is
completely described by a renewal kernel given a priori and a family of ter-
minal times associated with the initial processes. We require that the Markov
string have finitely many jumps in finite time. Under these assumptions we
prove that the Markov strings, as stochastic processes, enjoy useful properties
like the strong Markov property and the càdlàg property.

We then return to GSHS and show how GSHS can be embedded in the
framework of Markov strings. The class of GSHS inherits the strong Markov
and càdlàg properties from Markov strings.

Finally, we develop the expression of the infinitesimal generator associated
to GSHS.
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1.2 Related work

A well-known and very powerful class of continuous time stochastic processes
with stochastic jumps (for the discrete state and also for the continuous state)
is the piecewise-deterministic Markov processes (PDMP), introduced in [10],
and applied to hybrid system modeling in [8]. The other modeling approaches
are those presented in [17] (stochastic hybrid systems abbreviated SHS), [2]
(stochastic hybrid models abbreviated SHM), [14, 15] (switching diffusion
processes, abbreviated SDP), [6] (general switching diffusion processes ab-
breviated GSDP), see, also, [24] for quick presentation and comparisons. A
very general formal model for stochastic hybrid systems is proposed in [7],
which extends the model from [17], where the deterministic differential equa-
tions for the continuous flow are replaced by their stochastic counterparts, and
the reset maps are generalized to (state-dependent) distributions that define
the probability density of the state after a discrete transition. In this model
transitions are always triggered by deterministic conditions (guards) on the
state.

GSHS generalize PDMP allowing a stochastic evolution (diffusion process)
between two consecutive jumps, while for PDMP the inter-jump motion is de-
terministic, according to a vector field. As well, GSHS might be thought of
as a kind of extended SHS for which the transitions between modes are trig-
gered by some stochastic event (boundary hitting time and transition rate).
Moreover, GSHS generalize SDP permitting that also the continuous state to
have discontinuities when the process jumps from one diffusion to another.

Another model for stochastic hybrid processes with hybrid jumps, which
allows switching diffusions with jumps both in the discrete state and the
continuous state, is developed in [4]. It can be shown that the class of these
models can be considered as a subclass of GSHS whose stochastic kernel,
which gives the post jump locations, is chosen in an appropriate way such
that the change of the discrete state at a jump depends on the pre-jump
location (continuous and discrete) and the change of the continuous state
depends on the pre-jump location and on the new discrete state.

1.3 ATM motivation

The ultimate goal of our work (under the European Commission’s HY-
BRIDGE project [19]) is to use theoretical tools developed for stochastic
hybrid models as a basis for designing and analyzing advanced Air Traffic
Management (ATM) concepts for the European airspace. The modeling of
ATM systems is a stochastic hybrid process, since it involves the interaction
of continuous dynamics (e.g. the movement of the aircraft), discrete dynamics
(e.g. aircraft landing and taking off, moving from one air traffic control sector
to another, etc.) and stochastic dynamics (e.g. due to wind, uncertainty about
the actions of the human operators, malfunctions, etc.).
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In the context of ATM we are interested in modeling and analyzing safety-
critical situations. In [26], a number of such situations were identified. Each
one appears to have different modeling needs. In the following, we highlight the
stochastic hybrid issues that arise in two aspects of ATM modeling: aircraft
and weather models. Different models developed in the literature for stochastic
hybrid processes might be used to model different safety critical situations
identified in ATM. The difference between these models consists in where the
stochastic phenomena appear: in the discrete dynamics, in the continuous
dynamics or in both. For different safety-critical situations identified in the
ATM modeling different models might be appropriate depending where the
randomness lies:

• In the modeling of aircraft climbing the most suitable models appear to
be SHS [17].

• Uncertainty in the ATC sector transition process can be treated in the
framework of PDMP [8].

• For missed approaches, an appropriate model seems to be the SDP model
[14]. SDP can also model changes in the flight plan segment when the
aircraft reaches a way point (by introducing rate functions with support
in a neighborhood of the way point). For missed approaches due to run-
way incursions, a general stochastic hybrid systems model is needed to
accurately model this case.

• For modeling overtake maneuvers in unmanaged airspace the most appro-
priate models are SDP [14].

For more details see [9]. The conclusions of the above discussion is that
it is necessary to develop further a more general class of stochastic hybrid
processes than those found in the literature. This is because

1. Different types of models seem to be needed to capture the different situa-
tions. This implies that a number of different techniques and tools must be
mastered to be able to deal with all the cases of interest. If a GSHS frame-
work were available the process would be more efficient, since a single set
of results, simulation procedures, etc. could be used in all cases.

2. Certain situations, such as vertical crossings during descent and missed
approaches due to runway incursions, would be more accurately modeled
by a GSHS.

2 General stochastic hybrid systems

2.1 Informal discussion

General Stochastic Hybrid Systems (GSHS) are a class of non-linear stochas-
tic continuous-time hybrid dynamical systems. GSHS are characterized by a
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hybrid state defined by two components: the continuous state and the dis-
crete state. The continuous and the discrete parts of the state variable have
their own natural dynamics, but the main point is to capture the interaction
between them.

The time t is measured continuously. The state of the system is represented
by a continuous variable x and a discrete variable i. The continuous variable
evolves in some “cells” Xi (open sets in the Euclidean space) and the discrete
variable belongs to a countable set Q. The intrinsic difference between the dis-
crete and continuous variables, consists of the way that they evolve through
time. The continuous state evolves according to an SDE whose vector field
and drift factor depend on the hybrid state. The discrete dynamics produces
transitions in both (continuous and discrete) state variables x, i. Switching
between two discrete states is governed by a probability law or occurs when
the continuous state hits the boundary of its state space. Whenever a switch-
ing occurs, the hybrid state is reset instantly to a new state according to a
probability law which depends itself on the past hybrid state. Transitions,
which occur when the continuous state hits the boundary of the state space
are called forced transitions, and those which occur probabilistically according
to a state dependent rate are called spontaneous transitions. Thus, a sample
trajectory has the form (qt, xt, t ≥ 0), where (xt, t ≥ 0) is piecewise continuous
and qt ∈ Q is piecewise constant. Let (0 ≤ T1 < T2 < ... < Ti < Ti+1 < ...) be
the sequence of jump times.

It is easy to show that GSHS include, as special cases, many classes of
stochastic hybrid processes found in the literature PDMP, SHS, etc.

In the following we make use of some standard notions from the Markov
process theory as: underlying probability space, natural filtration, translation
operator, Wiener probabilities, admissible filtration, stopping time, strong
Markov property [5]. The basic definitions from the Markov process theory
are summarized in the Appendix.

2.2 The mathematical model

IfX is a Hausdorff topological space we use to denote by B(X) or B its Borel σ-
algebra(the σ-algebra generated by all open sets). A topological space, which
is homeomorphic to a Borel subset of a complete separable metric space is
called Borel space. A topological space, which is is a homeomorphic with a
Borel subset of a compact metric space is called Lusin space.

State space. Let Q be a countable set of discrete states, and let d : Q→ N

and X : Q → Rd(.) be two maps assigning to each discrete state i ∈ Q an
open subset Xi of Rd(i). We call the set

X(Q, d,X ) =
⋃
i∈Q
{i} ×Xi
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the hybrid state space of the GSHS and x = (i, xi) ∈ X(Q, d,X ) the hybrid
state. The closure of the hybrid state space will be

X = X ∪ ∂X

where
∂X =

⋃
i∈Q
{i} × ∂Xi.

It is clear that, for each i ∈ Q, the state space Xi is a Borel space. It is
possible to define a metric ρ on X such that ρ(xn, x) → 0 as n → ∞ with
xn = (in, xinn ), x = (i, xi) if and only if there exists m such that in = i for all
n ≥ m and xim+k → xi as k →∞. The metric ρ restricted to any component
Xi is equivalent to the usual Euclidean metric [10]. Each {i} × Xi, being
a Borel space, will be homeomorphic to a measurable subset of the Hilbert
cube, H (Urysohn’s theorem, Prop. 7.2 [3]). Recall that H is the product of
countable many copies of [0, 1]. The definition of X shows that X is, as well,
homeomorphic to a measurable subset of H. Then (X,B(X)) is a Borel space.
Moreover, X is a Lusin space because it is a locally compact Hausdorff space
with countable base (see [10] and the references therein).

Continuous and discrete dynamics. In each mode Xi, the continuous
evolution is driven by the following stochastic differential equation (SDE)

dx(t) = b(i, x(t))dt+ σ(i, x(t))dWt, (1)

where (Wt, t ≥ 0) is them-dimensional standard Wiener process in a complete
probability space.

Assumption 1 (Continuous evolution) Suppose that b : Q × X(·) →
Rd(·), σ : Q × X(·) → Rd(·)×m, m ∈ N, are bounded and Lipschitz contin-
uous in x.

This assumption ensures, for any i ∈ Q, the existence and uniqueness (Theo-
rem 6.2.2. in [1]) of the solution for the above SDE.

In this way, when i runs in Q, the equation (1) defines a family of diffusion
processesMi = (Ωi,F i,F i

t , x
i
t, θ

i
t, P

i), i ∈ Q with the state spaces Rd(i), i ∈ Q.
For each i ∈ Q, the elements F i, F i

t , θ
i
t, P

i, P i
xi have the usual meaning as

in the Markov process theory (see Appendix).
The jump (switching) mechanism between the diffusions is governed by two

functions: the jump rate λ and the transition measure R. The jump rate λ :
X → R+ is a measurable bounded function and the transition measureRmaps
X into the set P(X) of probability measures on (X,B(X)). Alternatively,
one can consider the transition measure R : X × B(X) → [0, 1] as a reset
probability kernel.
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Assumption 2 (Discrete transitions) (i) for all A ∈ B(X), R(·, A) is
measurable;
(ii) for all x ∈ X the function R(x, ·) is a probability measure.
(iii) λ : X → R+ is a measurable function such that t→ λ(xit(ω

i)) is integrable
on [0, ε(ωi)), for some ε(ωi) > 0, for each ωi ∈ Ωi.

SinceX is a Borel space, thenX is homeomorphic to a subset of the Hilbert
cube, H. Therefore, its space of probabilities is homeomorphic to the space
of probabilities of the corresponding subset of H (Lemma 7.10 [3]). There
exists a measurable function � : H×X → X such that R(x,A) = p�−1(A),
A ∈ B(X), where p is the probability measure on H associated to R(x, ·) and
�−1(A) = {ω ∈ H|�(ω, x) ∈ A}. The measurability of such a function is
guaranteed by the measurability properties of the transition measure R.

Construction. We construct an GSHS as a Markov ‘sequence’ H, which
admits (Mi) as subprocesses. The sample path of the stochastic process (xt)t>0

with values in X, starting from a fixed initial point x0 = (i0, xi00 ) ∈ X is
defined in a similar manner as PDMP [10].

Let ωi be a trajectory which starts in (i, xi). Let t∗(ωi) be the first hitting
time of ∂Xi of the process (xit). Let us define the following right continuous
multiplicative functional

F (t, ωi) = I(t<t∗(ωi)) exp[−
∫ t

0

λ(i, xis(ω
i))ds]. (2)

This function will be the survivor function for the stopping time Si associ-
ated to the diffusion (xit), which will be employed in the construction of our
model. This means that “killing” of the process (xit) is done according to the
multiplicative functional F (t, ·). The stopping time Si can be thought of as
the minimum of two other stopping times:

1. first hitting time of boundary, i.e. t∗|Ωi ;
2. the stopping time Si′ given by the following continuous multiplicative

functional (which plays the role of the survivor function)

M(t, ωi) = exp(−
∫ t

0

λ(i, xis(ω
i)))ds.

The stopping time Si′ can be defined as

Si′(ωi) = sup{t|Λi
t(ω

i) ≤ mi(ωi)},

where Λi
t is the following additive functional associated to the diffusion (xit)

Λi
t(ω

i) =
∫ t

0

λ(i, xis(ω
i)))ds
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and mi is an R+-valued random variable on Ωi, which is exponentially dis-
tributed with the survivor function P i

xi [m
i > t] = e−t. Then

P i
xi [S

i′ > t] = P i
xi [Λ

i
t ≤ mi]. (3)

We set ω = ωi0 and the first jump time of the process is T1(ω) = T1(ωi0) =
Si0(ωi0). The sample path xt(ω) up to the first jump time is now defined as
follows:

if T1(ω) =∞ : xt(ω) = (i0, xi0t (ωi0)), t ≥ 0
if T1(ω) <∞ : xt(ω) = (i0, xi0t (ω

i0)), 0 ≤ t < T1(ω)
xT1(ω) is a r.v. w.r.t. R((i0, x

i0
T1
(ωi0)), ·).

The process restarts from xT1(ω) = (i1, xi11 ) according to the same recipe,
using now the process xi1t . Thus if T1(ω) < ∞ we define ω = (ωi0 , ωi1) and
the next jump time

T2(ω) = T2(ωi0 , ωi1) = T1(ωi0) + Si1(ωi1)

The sample path xt(ω) between the two jump times is now defined as follows:

if T2(ω) =∞ : xt(ω) = (i1, xi1t−T1
(ω)), t ≥ T1(ω)

if T2(ω) <∞ : xt(ω) = (i1, xi1t (ω)), 0 ≤ T1(ω) ≤ t < T2(ω)
xT2(ω) is a r.v. w.r.t. R((i1, x

i1
T2
(ω)), ·).

and so on.
We denote

Nt(ω) =
∑

I(t≥Tk)

Assumption 3 (Non-Zeno executions) For every starting point x ∈ X,
ENt <∞, for all t ∈ R+.

2.3 Formal definitions

We can introduce the following definition.

Definition 1. A General Stochastic Hybrid System (GSHS) is a collection
H = ((Q, d,X ), b, σ, Init, λ,R) where

• Q is a countable set of discrete variables;
• d : Q→ N is a map giving the dimensions of the continuous state spaces;
• X : Q→ Rd(.) maps each q ∈ Q into an open subset Xq of Rd(q);
• b : X(Q, d,X )→ Rd(.) is a vector field;
• σ : X(Q, d,X )→ Rd(·)×m is a X(·)-valued matrix, m ∈ N;
• Init : B(X)→ [0, 1] is an initial probability measure on (X,B(S));
• λ : X(Q, d,X )→ R+ is a transition rate function;
• R : X × B(X)→ [0, 1] is a transition measure.
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Following [25], we note that if Rc is a transition measure from (X×Q,B(X×
Q)) to (X,B(X)) and Rd is a transition measure from (X,B(X)) to (Q,B(Q))
(where Q is equipped with the discrete topology) then one might define a
transition measure as follows

R(xi, A) =
∑
q∈Q

Rd(xi, q)Rc(xi, q, Aq)

for all A ∈ B(X), where Aq = A ∩ (q,Xq). Taking in the definition of a
GSHS a such kind of reset map, the change of the continuous state at a jump
depends on the pre-jump location (continuous and discrete) as well as on the
post-jump discrete state.
This construction can be used to prove that the stochastic hybrid processes
with jumps, developed in [4], are a particular class of GSHS.

A GSHS execution can be defined as follows.

Definition 2 (GSHS Execution). A stochastic process xt = (q(t), x(t)) is
called a GSHS execution if there exists a sequence of stopping times T0 = 0 <
T1 < T2 ≤ . . . such that for each k ∈ N,

• x0 = (q0, x
q0
0 ) is a Q × X-valued random variable extracted according to

the probability measure Init;
• For t ∈ [Tk, Tk+1), qt = qTk is constant and x(t) is a (continuous) solution

of the SDE:

dx(t) = b(qTk , x(t))dt+ σ(qTk , x(t))dWt (4)

where Wt is a the m-dimensional standard Wiener;
• Tk+1 = Tk + Sik where Sik is chosen according with the survivor function

(2).
• The probability distribution of x(Tk+1) is governed by R

(
(qTk , x(T

−
k+1)), ·

)
.

3 Markov strings

In this section we formulate a very general class of Markov processes, which
will be called Markov strings, loosely based on the so-called “melange” opera-
tion of Markov processes [23]. A Markov string is a hybrid state ‘jump Markov
process’. The ‘continuous state’ component switches back and forth at random
moments of times among a countable collections of Markov processes defined
on some evolution modes. The ‘discrete component’ keeps track of the index
of which Markov process the continuous component is following. This discrete
component plays the role of an ‘evolution index’. The continuous state is al-
lowed to jump whenever the evolution index changes. For a Markov string
the sojourn time in each mode is given as a stopping time with memoryless
property for the process which evolves in that mode. Moreover, the continuous
state immediately before a switching between modes is allowed to influence
that jump.
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3.1 Informal description

We start with:

1. a countable family of independent Markov processes with some nice prop-
erties, for example the strong Markov property, the càdlàg property.

2. a sequence of independent stopping times (for each process is given a
stopping time with memoryless property).

3. a renewal kernel is a priory given.

The stopping times play the role of the jump times from one process to
another and the renewal kernel gives the distribution of the post-jump state.
The probabilistic construction of the Markov string is natural:

1. start with one process, which belongs to the given family;
2. kill the current process at the corresponding stopping time;
3. jump according to the renewal kernel;
4. restart another process (belonging to the given family) from the new state;
5. return to 2. and repeat.

The pieced together process obtained by the above procedure is called Markov
string. The main aim of this section is to prove that the Markov string inherits
the properties (like the strong Markov property and the càdlàg property) from
its component processes.

The Markov string construction is closely related to the mixing operation
of Markov processes from [23] and the random evolution process construction
from [25].Markov strings differ from the class of processes considered in [23],
in that:

1. The jump times are essentially given stopping times, not necessarily the
life times of the component processes; 2. After a jump, the string is allowed
to restart following another process, which might be different from the
pre-jump process.

2. The mixing (“melange”) operation in [23] is only sketched and the au-
thor claims that it can be obtained using the renewal (“renaissance”)
operation. We consider that the passing from renewal to mixing is not
straightforward. It is necessary to emphases the construction of all prob-
abilistic elements associated with the resulted string. Lifting the renewal
construction to the mixing construction, remarkable changes should be
introduced in the Markov string definitions of the state space, probability
space, probabilities on the trajectories.

As well, Markov strings can be obtained by specializing the base process
and the ‘instantaneous’ distribution in the structure of the random evolution
processes developed by Siegrist in [25], but the proof of the strong Markov
property is not given in [25]. There, the author claims this can be derived
from the strong Markov property of revival processes introduced by Ikeda, et.
al. in [20]. To our knowledge, this property is completely proved by Meyer, in
[23], for revival processes.
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3.2 The ingredients

Suppose that Mi = (Ωi,F i,F i
t , x

i
t, θ

i
t, P

i, P i
xi), i ∈ Q is a countable family

of Markov processes. We denote the state space of each Mi by (Xi,Bi) and
assume that Bi is the Borel σ-algebra of Xi if Xi is a topological Hausdorff
space. We denote by ∆ the cemetery point for all Xi, i ∈ Q. The existence
of ∆ is assumed for reasons that will be clear below. For each i ∈ Q, the
elements F i, F i,0

t , F i
t , θ

i
t, P

i, P i
xi have the usual meaning as in the Markov

process theory.
Let (P i

t ) denote the operator semigroup associated toMi, which maps Bi(Xi)
into itself, given by

P i
t f

i(xi) = Ei
xif

i(xit),

where Ei
xi is the expectation w.r.t. P i

xi . Then a function f i is p-excessive

(p > 0) w.r.t.Mi if f i ≥ 0 and e−ptP i
t f

i ≤ f i, for all t ≥ 0 and e−ptP i
t f

i ↗ f i

as t↘ 0.

Assumption 4 For each i ∈ Q, we suppose that:

1. Mi is a strong Markov process.
2. P i is a complete probability.
3. The state space Xi is a Borel space.
4. Mi enjoys the càdlàg property, i.e. for each ωi ∈ Ωi, the sample path

t �→ xit(ω
i) is right continuous on [0,∞) and has left limits on (0,∞)

(inside Xi
∆).

5. The p-excessive functions of Mi are P i-a.s. right continuous on trajecto-
ries.

Part 3. implies that the underlying probability space Ωi can be assumed
to be D[0,∞)(Xi), the space of functions mapping [0,∞) to Xi which are right
continuous functions with left limits. Let us consider ωi

∆ the cemetery point of
Ωi corresponding to the ‘dead’ trajectory of Mi (when the process is trapped
to ∆).

In the terminology of [21], parts 1., 3. and 5. of the Assumption 4 imply
that each Mi is a right process.

Using this family of Markov processes {Mi}i∈Q, we define a new Markov
process whose realizations consist of concatenations of realizations for different
Mi. To achieve this goal, we need to define the transition mechanism from one
process to the others. The jumping mechanism will be driven by:

1. A stopping time (which gives the jump temporal parameter) for each
process;

2. A renewal kernel, which gives the post jump state.

Formally, in order to define the desired Markov string, M, we need to give:

1. (Si)i∈Q, where, for each i ∈ Q, Si is a stopping time of Mi,
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2. The jumping mechanism between the processes Mi is governed by a re-
newal kernel, which is a Markovian kernel

Ψ : {
⋃
i∈Q

Ωi} × B(X)→ [0, 1]

Assumption 5 (i) For each i ∈ Q, Si is terminal time, i.e. stopping time
with the ‘memoryless’ property:

Si(θitω
i) = Si(ωi)− t,∀t < Si(ωi) (5)

(ii) The renewal kernel Ψ satisfies the following conditions: (a) If Si(ωi) =
+∞ then Ψ(ωi, ·) = ε∆ (here, ε∆ is the Dirac measure corresponding to ∆);
(b) If t < Si(ωi) then Ψ(θitω

i, ·) = Ψ(ωi, ·).

Note that the component processes have the càdlàg property, therefore
they may also have jumps, which are not treated separately in the construction
of the Markov strings. The sequence of jump times refers to additional jumps,
not to the jumps of the trajectories of component processes.

We consider now, for each i ∈ Q, the killed process

M̃i = (Ωi,F i,F i
t , x̃

i
t, θ̃

i
t, P

i, P i
xi)

where x̃it(ω
i) =

{
xit(ω

i), if t < Si(ωi)
∆, if t ≥ Si(ωi) and θ̃it(ω

i) =
{
θit(ω

i), if t < Si(ωi)
ωi
∆, if t ≥ Si(ωi)

In this case, Ωi should be thought of as a subspace of Ωi × [0,∞), the above
embedding is made through the map ωi �→ (ωi, Si(ωi)). The killed process
is equivalent with the subprocess of Mi corresponding to the multiplicative
functional M i

t = I[0,Si)(t) (see Chapter III, [5]).

3.3 The construction

Using the elements defined in the Section 3.2 we construct the pieced-together
stochastic process M = (Ω,F ,Ft, xt, θt, P, Px), which will be called Markov
string. We have to point out that M is obtained by the concatenation of the
killed processes M̃i.

To completely define the Markov string we need to specify the following
elements:

1. (X,B) - the state space;
2. (Ω,F , P ) - the underlying probability space;
3. Ft - the natural filtration;
4. θt - the translation operator;
5. Px - Wiener probabilities.

State Space (X,B). The state space will be X defined as follows. X is
constructed as the direct sum of spaces Xi, with the same cemetery point ∆,
i.e.
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X =
⋃
i∈Q
{(i, x)|x ∈ Xi}. (6)

In the same manner as in Section 2, it results that X is a Borel space.
The space X can be endowed with the Borel σ-algebra B(X) generated by

its metric topology. Moreover, we have

B(X) = σ{
⋃
i∈Q
{i} × Bi}. (7)

Then (X,B(X)) is a Borel space, whose Borel σ-algebra B(X) restricted to
each component Xi gives the initial σ-algebra Bi [10].

We can assume, without loss of generality, that Xi∩Xj = ∅ if i �= j. Thus
the relations (6) and (7) become

X =
⋃
i∈Q

Xi; (8)

B(X) = σ(
⋃
i∈Q

Bi). (9)

Therefore, we can assume, as well, that Ωi ∩Ωj = ∅ if i �= j.

Probability Space. The space Ω can be thought as the space generated by
the concatenation operation defined on the union of the spaces Ωi (which are
pairwise disjoint), i.e. Ω = (

⋃
i∈Q Ωi)∗. Note that, for each i ∈ Q, an arbitrary

element ωi of Ωi must be thought as a trajectory of the killed process M̃i.
The cemetery point of Ω is denoted by ω∆ = (ωi

∆)i∈Q. We use to denote by
ω (resp. ω̂ or ωi) an arbitrary element of Ω (resp.

⋃
i∈Q Ωi or Ωi).

The σ−algebra F on Ω will be the smallest σ−algebra on Ω such that the
projection πi : Ω → Ωi are F/F i measurable, i ∈ Q. The probability P on F
will be defined as a ‘product measure’. Let F̂ be the σ(

⋃
i∈Q F i) defined on⋃

i∈Q Ωi.

Recipe. We give the procedure to construct a sample path of the stochastic
process (xt)t>0 with values in X, starting from a fixed initial point x0 = xi00 ∈
Xi0 . Let ωi0 be a sample path of the process (xi0t ) starting with x0. In fact,
we give a recipe to construct a Markov string starting with an initial path
ωi0 . Let T1(ωi0) = Si0(ωi0). The event ω and the associated sample path are
inductively defined. In the first step

ω = ωi0

The sample path xt(ω) up to the first jump time is now defined as follows:

if T1(ω) =∞ : xt(ω) = xi0t (ωi0), t ≥ 0
if T1(ω) <∞ : xt(ω) = xi0t (ωi0), 0 ≤ t < T1(ω)

xT1 is a r.v. according to Ψ(ωi0 , ·).
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The process restarts from xT1 = xi11 according to the same recipe, using now
the process (xi1t ). Let ωi1 be a sample of the process (xi1t ) starting with xi11 .
Thus, if T1(ω) <∞ we define the next jump time

T2(ωi0 , ωi1) = T1(ωi0) + Si2(ω
i2).

Then, in the second step
ω = ωi0 ∗ ωi1

where ‘∗’ is the concatenation operation of trajectories. The sample path xt(ω)
between the two jump times is now defined as follows:

if T2(ω) =∞ : xt(ω) = xi1t−T1
(ωi1), t ≥ T1(ω)

if T2(ω) <∞ : xt(ω) = xi1t (ω
i1), 0 ≤ T1(ω) ≤ t < T2(ω)

xT2 is a r.v. according to Ψ(ωi1 , ·).
Generally, if Tk(ω) = Tk(ωi0 , ωi1 , ..., ωik−1) < with

ω = ωi0 ∗ ωi1 ∗ ... ∗ ωik−1

then the next jump time is

Tk+1(ω) = Tk+1(ωi0 , ωi1 , ..., ωik) = Tk(ωi0 , ωi1 , ..., ωik−1) + Sik(ωik) (10)

The sample path xt(ω) between the two jump times Tk and Tk+1 is defined
as:

if Tk+1(ω) =∞ : xt(ω) = xikt−Tk(ω
ik), t ≥ Tk+1(ω)

if Tk+1(ω) <∞ : xt(ω) = xikt−Tk(ω
ik), 0 ≤ Tk(ω) ≤ t < Tk+1(ω)

xTk+1 is a r.v. according to Ψ(ωik , ·). (11)

We have constructed a sequence of jump times 0 < T1 < T2 < ... < Tn < ...
Let T∞ = limn→∞ Tn. Then xt(ω) = ∆ if t ≥ T∞. A sample path until Tk0

(where k0 = min{k : Sik(ω) = ∞}) of the process (xt), starting from a fixed
initial point x0 = (i0, xi00 ), is obtained as the concatenation:

ω = ωi0 ∗ ωi1 ∗ ... ∗ ωik0−1 .

We denote Nt(ω) =
∑

I(t≥Tk) the number of jump times in the interval [0, t].
To eliminate pathological solutions that take an infinite number of discrete
transitions in a finite amount of time (known as Zeno solutions) we impose
the following assumption:

Assumption 6 (Non-Zeno dynamics) For every starting point x ∈ X,
ENt <∞, for all t ∈ R+.

Under Assumption 6, the underlying probability space Ω can be identified
with D[0,∞)(X).
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Wiener Probabilities. One might define the expectation Exf , x ∈ X, where
f is a F-measurable function on Ω, which depends only on a finite number of
variables, by recursion on the number of variables.
Step 1. If ω = ωi0and f(ω) = f1(ωi0) with f1 a F i0-measurable function on
Ωi0 , then

• if x = xi0 ∈ Xi0 then Exf = Ei0
xi0

f , where Ei0
xi0

is the expectation corre-
sponding to the probability P i0

xi0
;

• if x = xj ∈ Xj , j �= i0 then Exf = 0.

Step 2. If ω = ωi0 ∗ ωi1 ∗ ... ∗ ωinand f(ω) = fn(ωi0 ∗ ωi1 ∗ ... ∗ ωin) with fn a
Πn

k=0F ik -measurable function on Πn
k=0Ω

ik then

fn−1(ωi0 ∗ ωi1 ∗ ... ∗ ωin−1)

=
∫
Ωin

fn(ωi0 ∗ ωi1 ∗ ... ∗ ωin−1 ∗ ωin)dP in
Ψ(ωin−1 ,·)(ω

in);

g(ω) = fn−1(ωi0 ∗ ωi1 ∗ ... ∗ ωin−1);
Exf = Exg. (12)

Translation Operators. Let us define now the translation operator (θt)
associated with (xt). If t ≥ T∞(ω), then we take θt(ω) = ω∆. Otherwise,
there exists k such that Tk(ω) ≤ t < Tk+1(ω). In this case we take

θt(ω) = (θikt−Tk(ω)(ω
ik) ∗ ωik+1 ∗ ...). (13)

Lemma 1. (θt) is the translation operator associated with (xt), i.e.

θs ◦ θt = θs+t;xs ◦ θt = xs+t.

Proof. If t ≥ T∞(ω), then θt(ω) = ω∆ and xs+t(ω) = ∆ = xs(θt(ω)).
Suppose that there exist k, i ≥ 0 such that Tk(ω) ≤ t < Tk+1(ω) and Ti(θtω) ≤
s < Ti+1(θtω). Then

xt(ω) = xikt−Tk(ω
ik); (xs ◦ θt)(ω) = xils−Tl(θ

il
s−Tlω

il).

Since θt(ω) is given by (13) and Tk+1 is given by (10) we obtain

Tk+1(θtω) = Sik(θikt−Tk(ω)(ω
ik)) = Sik(ωik)− (t− Tk(ω))

= Tk+1(ω)− t.

Then
Ti+1(θtω) = Tk+i+1(ω)− t

Therefore

Ti(θtω) ≤ s < Ti+1(θtω)⇔ Tk+i(ω) ≤ s+ t < Tk+i+1(ω).

�
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Natural Filtrations. Let (Ft) be the natural filtration with respect to (xt).
The natural filtration (Ft) on Ω is built such that we have the following
definition of Ft-measurability:

Definition 3. A F-measurable function f on Ω is Ft-measurable if the fol-
lowing property holds:
For each k, the function f · I{Tk(ω)≤t<Tk+1(ω)} is equal to h ◦ ηk, where the
function h(ωi0 ∗ωi1 ∗ ...∗ωik) is such that for a fixed (ω̂i0 ∗ ω̂i2 ∗ ...∗ ω̂ik−1) with
Tk(ω̂i0 ∗ ω̂i2 ∗ ... ∗ ω̂ik−1) ≤ t, ωik �→ h(ω̂i0 ∗ ω̂i2 ∗ ... ∗ ω̂ik−1 ∗ωik) is measurable
with respect to F ik

t−Tk .

Because the families of filtrations (F i
t ) are nondecreasing and right contin-

uous, one can verify that the family (Ft) has the same properties, as follows.

Proposition 1. (i) The family (Ft) is nondecreasing and right continuous.
(ii) The random variables Tk are stopping times w.r.t. (Ft).
(iii) Let T a stopping time with respect to (Ft). For each k ∈ N, T ∧ Tk is
a function on Ω which depends only on ωi0 ∗ ωi1 ∗ ... ∗ ωik−1 . On the other
hand, if ωi0 ∗ ωi1 ∗ ... ∗ ωik−1 is fixed, the function (T ∧ Tk+1 − Tk)+ with ωik

as argument is a stopping time with respect (F ik
t ).

Proof. The proof can be obtained with small changes from the similar result
proofs given in [23] for the case of rebirth processes.�

3.4 Basic properties

Mainly, in this section we prove that the Markov string (xt) constructed in
Section 3.3 is a right Markov process. The proof engine is based on the Markov
property of the discrete time Markov chain (pn), which will be build in the
following.

(pn) is a discrete time Markov chain associated to (xt) with the state space
(
⋃

i∈QΩi, F̂) and the underlying probability space (Ω,F). The chain (pn) is
essentially ‘the n − th’ step of the process (xt). If its starting point is ωi0 (a
trajectory in Ωi0 starting in xi00 ) then pn(ω) = ωin .
The transition kernel associated with (pn) can be defined as follows:

H(ω̂, A) = PΨ (ω̂, A), A ∈ F̂ .

The construction of Px from subsection 3.3 is such that

• H is the transition function of (pn);
• Px is the initial probability law of (pn); i.e. if ω̂ ∈

⋃
i∈QΩi which starts in

x ∈ X
Pω(p0 ∈ A) = Px(A), A ∈ F .
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Let ηk be the projection (p0, p1, ..., pk), i.e. ηk(ω) = (ωi0 ∗ ωi1 ∗ ... ∗ ωik).
One might construct a jump process (ηt) associated to a Markov string

(xt) following a similar algorithm such that used for Piecewise Deterministic
Markov processes, in [10]. We do not have a one-to-one correspondence be-
tween the sample paths of (xt) and (ηt), as in the case of PDMP. Then the
jump process will not serve to study the Markov string. Its role is taken by
the Markov chain (pn).

Remark 1. For each k on the set {Tk(ω) ≤ t < Tk+1(ω)} we have: xt =
xikt−Tk ◦ pk.

Proposition 2 (Simple Markov property). Under Assumptions 4-6, any
Markov string is a Markov process.

Proof. The simple Markov property of (xt) is equivalent to the following im-
plication [23]:
If f is a positive Ft-measurable function and g is a F-measurable function
then

Ex[f · g ◦ θt] = Ex[f · Ext [g]]. (14)

The identity (14) can be unfolded into two separated equalities

Ex[f · g ◦ θt · I{t≥T∞}] = Ex[f · Ext [g] · I{t≥T∞}] (15)
Ex[f · g ◦ θt · I{Tk(ω)≤t<Tk+1(ω)}] = Ex[f · Ext [g] · I{Tk(ω)≤t<Tk+1(ω)}] (16)

The identity (15) is clear because on {t ≥ T∞}

Ext [g] = g(ω∆); θt(ω) = ω∆;xt(ω) = ∆.

Let us prove now the identity (16). Let ω ∈ Ω. By the definition of Ft we
have

f(ω) · I{Tk(ω)≤t<Tk+1(ω)}(ω) = h(ωi0 ∗ ωi1 ∗ ... ∗ ωik) (17)

where h is a measurable function as in the definition 3 and is equal to zero
outside of the set {Tk(ω) ≤ t < Tk+1(ω)}.

In order to prove (16) it is enough to treat the case when the function g
depends only on a finite number of variables (because the expectation Ex is
defined by the recursion (12)).

We start with the case when the function g depends only on a single variable,
ωi0 , i.e. g(ω) = a(ωi0), where a is F i0-measurable on Ωi0 . In this case, the
left-hand side of (16) is equal to

Ex[f · I{Tk(ω)≤t<Tk+1(ω)} · a(θikt−Tk(ω)(ω
ik))]. (18)

Because the term between [...] depends only on (ωi0 ∗ ωi1 ∗ ... ∗ ωik), (18)
becomes
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Ex{
∫
Ωik

h(ωi0 ∗ ωi1 ∗ ... ∗ ωik) · a(θikt−Tk(ω)(ω
ik))dP ik

Ψ(ωik−1 ,·)(ω
ik)}. (19)

Again, the integrand between {...} depends only on (ωi0 ∗ ωi1 ∗ ... ∗ ωik−1).
Since the function ωik → h(ωi0 ∗ ωi1 ∗ ... ∗ ωik) is F ik

t−Tk -measurable, we can
use the Markov property of the process Mik and (19) becomes∫

Ωik

h(ωi0 ∗ ωi1 ∗ ... ∗ ωik)Eik

x
ik
t−Tk

(ωik )
[a]dP ik

Ψ(ωik−1 ,·)(ω
ik). (20)

Since xt(ω) = xikt−Tk(ω
ik) on {Tk(ω) ≤ t < Tk+1(ω)} the computation of

the right-hand side of (16) gives

Ex{h(ωi0 ∗ ωi1 ∗ ... ∗ ωik) · Eik

x
ik
t−Tk

(ωik )
[a]} (21)

Using the recursive procedure, as before, (21) gives (20).
Suppose now that (16) is established for all functions g which depend only

on (ωi0 ∗ ωi1 ∗ ... ∗ ωik−1). We have to prove that (16) is true for

g(ω) = g(ωi0 ∗ ωi1 ∗ ... ∗ ωik); k > 0.

Let

c(ω) = c(ωi0 ∗ ωi1 ∗ ... ∗ ωik−1) =
∫
Ωik

b(ωi0 ∗ ωi1 ∗ ... ∗ ωik)dP ik
Ψ(ωik−1 ,·)(ω

ik).

Using the recursive procedure, one can check that the functions

h(...)g ◦ θt and h(...)c ◦ θt

have the same expectations.
On the other hand, the functions

h(...)Ext [g] and h(...)Extc

have the same expectations. Since c depends only on k − 1 variables, this
implies (16) for the general case.�

Proposition 3 (Càdlàg property). Under Assumptions 4-6, any Markov
string M = (Ω,F ,Ft, xt, θt, P, Px) has the càdlàg property, i.e. for all ω ∈ Ω
the trajectories t �→ xt(ω) are right continuous on [0,∞) with left limits on
(0,∞).

Proof. The result is a direct consequence of two facts:

1. The sample paths of (xt) are obtained by the concatenation of sample
paths of component process (i.e. the concatenation is done in such way it
preserves the right continuity and the left limits);

2. The component processes enjoy the càdlàg property.
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Then the Markov string inherits the càdlàg property.

Proposition 4. Under Assumptions 4-6, any Markov string is a strong Markov
process.

Proof. Each Tk is a stopping time for (xt) (see proposition 1 (ii)). For each
k ≥ 1, Tk can be obtained by the following recursion

Tk+1 = Tk + Sik ◦ θTk

Let us prove now that the process (xt) is a strong Markov process. The filtra-
tion (Ft) is nondecreasing and right continuous (see proposition 1 (i)). Then
the process (xt) satisfies the right hypothesis.
Let (Pt) be the semigroup of the whole Markov process (xt), Ptg(x) =
Exg(xt), where g is bounded B-measurable function. Let (Up)p>0 the resolvent
associated to the semigroup, i.e.

Upg =
∫ ∞

0

e−ptPtgdt.

It is known that the strong Markov property is equivalent with each from the
following assertions [22]:

1. If g is a positive bounded continuous function onX∆ then f = Upg (p > 0)
is nearly Borel and right continuous on the process trajectories.

2. Each p-excessive function (p > 0) is nearly Borel and right continuous on
the process trajectories.

Recall that a real function defined on the state space X∆ is nearly Borel for
the process (xt) if there exist two Borel function h and h′ on X∆ such that
h′ ≤ f ≤ h and

P{ω|∃t, h′ ◦ xt(ω) < h ◦ xt(ω)} = 0. (22)

Let g be a positive bounded continuous function on X. We have g =
∑

i∈Q gi,
where gi = g|Xi are bounded continuous functions on Xi. Then Ptg =∑

i∈Q P i
t g

i and

Upg =
∫ ∞

0

e−ptPtgdt =
∑
i∈Q

∫ ∞

0

e−ptP i
t g

idt =
∑
i∈Q

U i
pg

i.

It is known that f = Upg (p > 0) (the restriction to X) is p-excessive function
with respect to (Pt) and for each i ∈ Q and the function f i = U i

pg
i is p-

excessive function with respect to (P i
t ). Therefore, f i is nearly Borel and

right continuous on the trajectories of the process (xit). It is clear from the
construction that the function f is right continuous on the trajectories of the
process (xt).
Let hi, hi′ two Borel functions on Xi

∆ such that h′ ≤ f i ≤ hi and
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hi′ ◦ xit(ωi) = hi ◦ xit(ωi)P i − a.s.,∀t ≥ 0. (23)

Let us consider the function h, h′ defined as below:

h =
∑
i∈Q

hi, h′ =
∑
i∈Q

hi′. (24)

It is clear that

P{ω|∃t ≥ T∞, h′ ◦ xt(ω) < h ◦ xt(ω)} = 0.

Let us compute the probability of the following event:

Ak = {∃t|Tk ≤ t < Tk+1, h
′ ◦ xt(ω) < h ◦ xt(ω)}.

We have Ak ∈ F . Let ak = IAk
which depends only on ωi0 ∗ωi2 ∗ ...∗ωik . The

recursive method to compute the probability of Ak on {Tk ≤ t < Tk+1} gives∫
Ωik

ak(ωi0 ∗ ωi2 ∗ · · · ∗ ωik)dP ik
Ψ(ωik−1 ,·)(ω

ik). (25)

Since ak(ωi0 ∗ ωi2 ∗ ... ∗ ωik) on Ωik is exactly the indicator function of

B = {ωik |∃u < Sik(ωik), hik′ ◦ xiku (ω) < hik ◦ xiku (ω)}

using (23) we obtain that the integral (25) is zero. Therefore the functions
h, h′ defined by (24) verify the condition (22). Then f will be a nearly Borel
function relative to the process (xt).�

The Propositions 2, 3, 4 can be summarized in the following theorem:

Theorem 1. Under Assumptions 4-6, any Markov string has the following
properties:
(i) It is a strong Markov process;
(ii) It has the càdlàg property;
(iii) It is a right process.

4 Properties of GSHS

Strong Markov property. GSHS, being constructed as particular Markov
strings, they inherit the properties of their diffusion component, namely they
are strong Markov processes with càdlàg property.

Proposition 5 (Strong Markov process). Under the standard assump-
tions 1-3, any General Stochastic Hybrid Model H is a strong Markov process.

Proof. To prove that H is a strong Markov process, it is enough to check that
a GSHS is, indeed, a Markov string, i.e. it satisfies the Assumptions 4-6 from
the Markov string construction. It is easy to see that
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• Assumption 1 implies Assumption 4;
• Assumption 3 implies Assumption 6.

It remains to prove only that Assumption 2 and the construction of a
GSHS implies Assumption 5. We can suppose without loss of generality that
Ωi ∩Ωj = ∅. Then, the kernel Ψ can be defined as follows

Ψ : {
⋃
i∈Q

Ωi} × B(X)→ [0, 1] such that Ψ(ωi, A) = R(xiSi(ωi), A).

For any GSHS, we need to check
(a) the memoryless property of kernel, i.e. if 0 < t < Si(ωi) then Ψ(θitω

i, ·) =
Ψ(ωi, ·)⇔ R(xi

Si(θitω
i)
, ·) = R(xiSi(ωi), ·).

(b) the memoryless property of the stopping times Si.
Since the component diffusions are strong Markov processes (b) implies (a).
In fact, we have to prove that, if 0 < t < t+ s < Si(ωi) then stopping times
(Si)

Pxi(Si > t+ s|Si > t) = Pxit
(Si > s) (26)

We have, for each i ∈ Q,

1. the hitting time of the boundary ∂Xi of the diffusion process (xit) has the
memoryless property, i.e. t∗(θitω

i) = t∗(ωi)− t.
2. the stopping time Si′ with the survivor function (3) has the memoryless

property because

Pxi(Si′ > t+ s|Si′ > t) =
Pxi{ωi|mi(ωi) > Λi

t+s(ω
i)}

Pxi{ωi|mi(ωi) > Λi
t(ωi)}

=
Pxi{ωi|mi(ωi) > Λi

t(ω
i) + Λi

s(θ
i
tω

i)}
Pxi{ωi|mi(ωi) > Λi

t(ωi)}
= Pxit

{ωi|mi(ωi) > Λi
s(θ

i
tω

i)}
= Pxit

(Si′ > s)

(we have used the fact that mi has the memoryless property, being an
exponentially distributed random variable, and the additivity of Λi

t w.r.t.
t since this is an additive functional).

Since, for each i ∈ Q, the stopping time Si is the infimum of t∗ and Si′ , the
two above facts easily implies the ‘memoryless’ property of Si (it is easy to
prove that the infimum of two memoryless stopping times is still a memoryless
stopping time).
Thus, H is a Markov string obtained by mixing diffusion processes. Therefore,
it inherits the strong Markov property from the component diffusions.�

Corollary 1. Any General Stochastic Hybrid Model H, under the standard
assumptions of section 2.2, is a Borel right process .
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Proof. The statement of the corollary is immediate, since the state space is a
Lusin space and H is a right process.�

As we discusses in the context of Markov strings, a GSHS might be thought
of as a ‘restriction’ of a random evolution process [25], whose components are
diffusion processes defined on different state spaces. We can consider each
diffusion component evolving on X. The first difference is that while a GSHS
is defined only on

⋃
i∈Q{i}×Xi a random evolution process should be defined

on the entire product space Q × X. The second difference is that while for
a random evolution process the jump times from one process to another are
driven only by transition rates, for a GSHS these might be also boundary
hitting times of modes.

However, contrary to [25], GSHS are not always standard processes as the
random evolution processes.

The Process Generator. We denote by Bb(X) the set of all bounded
measurable functions f : X → R. This is a Banach space under the norm
‖f‖ = supx∈X |f(x)|. Associated with the semigroup (Pt) is its strong gener-
ator which is the ‘derivative’ of Pt at t = 0. Let D(L) ⊂ Bb(X) be the set of
functions f for which the following limit exists limt↘0

1
t (Ptf − f) and denote

this limit Lf . This refers to convergence in the norm ‖·‖, i.e. for f ∈ D(L)
we have limt↘0 ||1t (Ptf − f) − Lf || = 0. Specifying the domain D(L) is an
essential part of specifying L.

Proposition 6 (Martingale property). [10] For f ∈ D(L) we define the
real-valued process (Cf

t )t≥0 by

Cf
t = f(xt)− f(x0)−

∫ t

0

Lf(xs)ds. (27)

Then for any x ∈ X, the process (Cf
t )t≥0 is a martingale on (Ω,F ,Ft, Px).

There may be other functions f , not in D(L), for which something akin to
(27) is still true. In this way we get the notion of extended generator of the
process.
Let D(L̂) be the set of measurable functions f : X → R with the following
property: there exists a measurable function h : X → R such that t → h(xt)
is integrable Px − a.s. for each x ∈ X and the process

Cf
t = f(xt)− f(x0)−

∫ t

0

h(xs)ds

is a local martingale. Then we write h = L̂f and call (L̂,D(L̂)) the extended
generator of the process (xt).
Following [10], for A ∈ B(X) define p, p∗ and p̃ as follows:
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p(t, A) =
∞∑
k=1

I(t≥Tk)I(xTk∈A);

p∗(t) =
∞∑
k=1

I(t≥Tk)I(x
T

−
k

∈∂X)
;

p̃(t, A) =
∫ t

0

R(xs, A)λ(xs)ds+
∫ t

0

R(A, xs−)dp∗(s)

p̃(t, A) =
∑
Tk≤t

R(xTk−, A).

Note that p, p∗ are counting processes, p∗(t) is counting the number of jumps
from the boundary of the process (xt). p̃(t, A) is the compensator of p(t, A)
(see [10] for more explanations). The process q(t, A) = p(t, A) − p̃(t, A) is a
local martingale.

Given a function f ∈ C1(Rn,R) and a vector field b : Rn → Rn, we use Lbf
to denote the Lie derivative of f along b given by Lbf(x) =

∑n
i=1

∂f
∂xi

(x)fi(x).
Given a function f ∈ C2(Rn,R), we useHf to denote the Hamiltonian operator
applied to f , i.e. Hf (x) = (hij(x))i,j=1,··· ,n ∈ Rn×n, where hij(x) = ∂2f

∂xi∂xj
(x).

AT denotes the transpose matrix of a matrix A = (aij)i,j=1,··· ,n ∈ Rn×m and
Tr(A) denotes its trace.

Theorem 2 (GSHS generator). Let H be an GSHS as in definition 1. Then
the domain D(L) of the extended generator L of H, as a Markov process,
consists of those measurable functions f on X∪∂X satisfying:

1. f : X → R, B−measurable such that for each i ∈ Q the restriction f i =
f |Xi is twice differentiable.

2. The boundary condition

f(x) =
∫

X

f(y)R(x, dy), x ∈ ∂X;

3. Bf ∈ Lloc
1 (p) (see 3) where

Bf(x, s, ω) := f(x)− f(xs−(ω)).

For f ∈ D(L), Lf is given by

Lf(x) = Lcontf(x) + λ(x)
∫
X

(f(y)− f(x))R(x, dy) (28)

3 Following [10], f is in Lloc
1 (p) if for some sequence of stopping times σn ↑ ∞

Ex

i

|f(xTi∧σn)− f(xTi∧σn−)| <∞



32 Manuela L. Bujorianu and John Lygeros

where:
Lcontf(x) = Lbf(x) +

1
2
Tr(σ(x)σ(x)THf (x)). (29)

Proof. Let (L̃,D(L̃)) be the extended generator of (xt). We want to show that
(L̃,D(L̃)) = (L,D(L)). Suppose first that f satisfies 1-3. Then Bf ∈ Lloc

1 (p̃)
and

∫
[0,t]×X Bfdp̃ = I1 + I2, where

I1 =
∫

[0,t]

∫
X

(f(y)− f(xs))R(xs, dy)λ(xs)ds

I2 =
∫

[0,t]

∫
X

(f(y)− f(xs−))R(xs−, dy)dp∗(s).

Now the support of p∗ is contained in the countable set {s : xs− ∈ ∂X} and
because of the boundary condition 2. the second integral I2 vanishes. Thus∫

[0,t]×X Bfdq =∑
Tk≤t(f(xTk)− f(xTk−))−

∫
[0,t]

∫
X
(f(y)− f(xs))R(xs, dy)λ(xs)ds.

This is a local martingale because of condition 3. Let Tm denote the last jump
time prior or equal to t. Then∑

Tk≤t
(f(xTk)− f(xTk−)) = {f(xt)− f(xTm)}+ Sm

where

Sm =
∑m

k=1(f(xTk)− f(xTk−1))} − {f(xt)− f(xTm)+
+
∑m

k=1(f(xTk−)− f(xTk−1))}.

The first bracketed term on the right is equal to f(xt) − f(x). Note that
xTk− = x

ik−1
Tk−Tk−1

, if xTk−1 = (ik−1, x
ik−1
k−1 ). Then Itô-formula gives the second

term

f(xTk−)− f(xTk−1) =
∫ Tk
Tk−1

Lcontf(xs)ds+
∫ Tk
Tk−1

< σ(xs),∇f(xs) > dW (s).

The second term is therefore equal to
∫ t

0
Lcontf(xs)ds+

∫ t

0
< σ(xs),∇f(xs) >

dW (s) and we obtain

Cf
t := f(xt)− f(x)−

∫ t

0
Lf(xs)ds =

∫ t

0
< σ(xs),∇f(xs) >

dW (s) +
∫
[0,t]×X Bfdq

is a local martingale (the sum between a continuous martingale and a discrete
martingale), where L is given by (28). Thus f ∈ D(L̂) and L̂f = Lf .
Conversely, suppose that f ∈ D(L̂). Then the process Mt := f(xt) − f(x) −∫ t

0
h(xs)ds is a local martingale, where h = L̂f . Then Mt must be the sum

between a continuous martingale M c
t and a discrete martingale Md

t . From
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Theorem (26.12), p.69 [10], we have Md
t = Mρ

t for some predictable integrand
ρ ∈ Lloc

1 (p), where

Mρ
t =

∫
X×R+

ρI(s≤t)dq

=
∑
Tk≤t

ρ(xTk , Tk, ω)

−
∫ t

0

∫
X

ρ(y, s, ω){R(xs, dy)λ(xs)ds−R(xs−, dy)dp∗(s)}.

Since Md
t and Mρ

t agree, their jumps ∆Md
t and ∆Mρ

t must agree; these only
occur when t = Tk for some k and are given by: ∆Md

t = f(xt) − f(xt−);
∆Mρ

t = ρ(xt, t, ω) −
∫
X
ρ(y, t, ω)R(xt−, dy)I(xt−∈∂X). Thus ρ(xt, t, ω) =

f(xt) − f(xt−) on the set (xt− /∈ ∂X), which implies that ρ(x, t, ω) =
f(x) − f(xt−) for all (x, t) except perhaps a set to which the process ‘never
jumps’, i.e. G ⊂ R+ ×X such that Ez

∫
G
p(dt, dx) = 0, ∀z ∈ X.

Suppose that z = xt− ∈ ∂X. Then equating ∆Md
t and ∆Mρ

t gives f(xt) −
f(z) = ρ(xt, t, ω)−

∫
X
ρ(y, t, ω)R(z, dy) and hence f(x)− f(z) = ρ(x, t, ω)−∫

X
ρ(y, t, ω)R(z, dy), except on a set A ∈ B(X) such that R(z,A) = 0. Inte-

grating both sides of the previous equality with respect to R(z, dx), we obtain∫
X
f(x)R(z, dx)− f(z) =

∫
X
ρ(x, t, ω)R(z, dx)−

∫
X
ρ(y, t, ω)R(z, dy) = 0.

Thus f satisfies the boundary condition. For fixed z, define ρ̃(x, t, ω) =
ρ(x, t, ω)− (f(x)− f(z)).
Using the boundary condition we get∫

X

ρ̃(y, t, ω)R(z, dy) =
∫
X

ρ(y, t, ω)R(z, dy) = ρ̃(x, t, ω).

Then ρ̃(x, t, ω) =
∫
X
ρ̃(y, t, ω)R(z, dy).

However, the right-hand side does not depend on x, and hence ρ̃(x, t, ω) =
u(t, ω) for some predictable process u. The general expression for ρ is thus

ρ(x, t, ω) = f(x)− f(xt−) + u(t, ω)I(xt−∈∂X).

Inserting this in the expression of Mρ
t we find that Mρ

t does not depend on
u, then we can take u ≡ 0, obtaining ρ = Bf ; hence the part 3 of theorem is
satisfied.

Finally, consider the sample paths ofMt, M
Bf
t +M c

t , for t < T1(ω), starting
at x ∈ X. We have

Mt = f(xt(ωi0))− f(x) +
∫ t

0
h(xs(ωi0))ds

while, because p = p∗ = 0 on [0, T1),
MBf

t = −
∫
[0,t]

∫
X
(f(y)− f(xs(ωi0)))R(xs(ωi0), dy)λ(xs(ωi0))ds.

So, since Mt = MBf
t +M c

t for all t a.s., it must be the case that Mt = M c
t

for t ∈ [0, T1) and the generator coincides with the generator Lcont associ-
ated to the stochastic equation, the function f(xt(ωi0)) should have second
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order derivatives on [0, T1). The general case follows by concatenation. Similar
calculations show that

MBf
t +M c

t = f(xt)− f(x)−
∫ t

0
Lf(xs)ds, ∀t ≥ 0

with L given by (28). Hence f ∈ D(L) and Lf = L̂f.�

5 Conclusions

In this chapter we set up the notion of Markov string, which is roughly speak-
ing, a concatenation of Markov processes. This notion has arisen as a result
of our research on stochastic hybrid system modeling [17, 8, 7, 24] and it aims
to be a very general formalization of all existing models of stochastic hybrid
systems. The Markov string concept has been proved to be a very powerful
tool in the studying of the general models of stochastic hybrid processes GSHS
introduced at the beginning of the chapter.

One of the main contributions of this work is the proof of the strong
Markov property. Since GSHS are a particular class of Markov strings, this
property holds also for them.

In the end of this chapter, based on the strong Markov property of GSHS
we have developed the extended generator of this model.

Further developments of our model will include two main tracks.

• First it is necessary a study of the reachability problem for GSHS. One
possible approach in this direction is the introduction of a bisimulation
concept for GSHS. Reachability analysis and model checking are much
easier when a concept of bisimulation is available. The state space can be
drastically abstracted in some cases.

• Second it is natural to generalize the results on dynamic programming,
relaxed controls, control via discrete-time dynamic programming, non-
smooth analysis, from PDMP to GSHS.
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A Background on Markov processes

Suppose that M = (Ω,F ,Ft, xt, θt, P, Px), ∈ Q is a Markov process. We de-
note the state space of M by (X,B) and assume that B is the Borel σ-algebra
of X if X is a topological Hausdorff space. Let ∆ be the cemetery point for
X, which is an adjoined point to X, X∆ = X ∪ {∆}. The existence of ∆ is
assumed in order to have a probabilistic interpretation of Px(xt ∈ X) < 1,
i.e. at some ‘termination time’ ζ(ω) when the process M escapes to and is
trapped at ∆. The elements F , F0

t , Ft, θt, P, Px have the usual meaning, i.e.

• (Ω,F , P ) denotes the underlying probability space.
• F0

t denotes the natural filtration, i.e. F0
t = σ{xt, s ≤ t} and F0

∞ = ∨tF0
t .

• xt : (Ω,F)→ (X,B) is a F0/B-measurable function for all t ≥ 0.
• θt : Ω → Ω, for all t ≥ 0, is the translation operator, i.e.

xs ◦ θt = xt+s, t, s ≥ 0

• Px : (Ω,F0) → [0, 1] is a probability measure (so-called Wiener probabil-
ity) such that Px(xt ∈ E) is B-measurable in x ∈ X for each t ≥ 0 and
E ∈ B.

• If µ ∈ P(X∆), i.e. µ is a probability measure on (X,B) then we can define

Pµ(Λ) =
∫
X∆

Px(Λ)µ(dx), Λ ∈ F0.

We then denote by F (resp. Ft) the completion of F0
∞ (resp. F0

t ) with
respect to all Pµ, µ ∈ P(X∆).

• We say that a family {Mt} of sub-σ-algebras of F is an admissible filtra-
tion if Mt is increasing in t and xt ∈ Mt/B for each t ≥ 0. Then F0

t is
the minimum admissible filtration. An admissible filtration {Mt} is right
continuous ifMt =Mt+ = ∩{Mt′ |t′ > t}.

• Given an admissible filtration {Mt}, a [0,∞]-valued function τ on Ω is
called an {Mt}-stopping time if {τ ≤ t} ∈ Mt, ∀t ≥ 0.

• For an admissible filtration {Mt}, we say that M is strong Markov with
respect to {Mt} if {Mt} is right continuous and

Pµ(xτ+t ∈ E|Mτ ) = Pxτ (xt ∈ E);Pµ − a.s.

µ ∈ P(X∆), E ∈ B, t ≥ 0, for any {Mt}-stopping time τ .
• M has the càdlàg property if for each ω ∈ Ω, the sample path t �→ xt(ω)

is right continuous on [0,∞) and has left limits on (0,∞) (inside X∆).
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• Let (Pt) denote the operator semigroup associated toM which maps Bb(X)
(the set of all bounded measurable functions on X) into itself given by

Ptf(x) = Exf(xt),

where Ex is the expectation with respect to Px. Then a function f is p-

excessive if it is non-negative and e−ptPtf ≤ f for all t ≥ 0 and e−ptPtf ↗
f as t↘ 0.
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Summary. Generalised Stochastic Hybrid Processes (GSHPs) are known as the
largest class of Markov processes virtually describing all continuous-time processes
including diffusion. In general, the state space of a GSHP is of hybrid type, i.e. a
Kronecker product of a discrete set and a continuous-valued space. Since Stochastic
Petri Nets have proven to be extremely useful in developing continuous-time Markov
Chain models for complex practical discrete-valued processes, there is a clear need for
a type of hybrid Petri Nets that can play a similar role for developing GSHP models
for complex practical problems. To fulfil this need, the report defines a Stochastically
and Dynamically Coloured Petri Net (SDCPN), and proves that there exist into-
mappings between GSHPs and SDCPNs.

1 Introduction

Davis [6] has introduced Piecewise Deterministic Markov Processes (PDPs) as
the most general class of continuous-time Markov processes which include both
discrete and continuous processes, except diffusion. A PDP {ξt} consists of two
components: a piecewise constant component {θt} and a piecewise continuous
valued component {xt}, which follows the solution of a θt-dependent ordinary
differential equation. A jump in {ξt} occurs when {xt} hits the boundary of
a predefined area, or according to a jump rate. If {xt} also makes a jump at
a time when {θt} switches, this is said to be a hybrid jump.

Bujorianu et al [3] extended this PDP definition to Generalised Stochas-
tic Hybrid Processes (GSHP) by including diffusion by means of Brownian
motion. With this extension, between jumps, the process {xt} follows the
solution of a θt-dependent stochastic (rather than ordinary) differential equa-
tion. GSHP forms a powerful and useful class of processes that have strong
support in stochastic analysis and control.

A Petri Net is a bipartite graph of places (possible conditions or discrete
modes) and transitions (possible mode switches). Tokens, which reside in the
places, model which conditions or modes are current. Petri Nets, see e.g.
[4], and their many extensions, see e.g. [5] for a good overview, have proven
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to be extremely useful in developing models for various complex practical
applications. This usefulness is especially due to their specification power [4],
which allows to develop a submodel for each entity of a complex operation, and
next to combine the submodels in a constructive way. An example is Stochastic
Petri Nets, which have been successfully used in developing continuous-time
Markov Chain models for complex practical discrete-valued processes. For this
reason, there is a clear need for a type of Petri Nets that can play a similar
role for developing PDP or GSHP models for complex practical problems.
Several hybrid state Petri Net extensions have been developed in the past.
Main classes are:

• Hybrid Petri Net, [1]. Some places have a continuous amount of tokens
that may be moved to other places by transitions.

• Fluid Stochastic Petri Net (FSPN), [16]. Some places have a continuous
amount of tokens, the flow rate of which is influenced by the discrete
part. The discrete part of the FSPN can be mapped to a continuous-time
Markov chain.

• Extended Coloured Petri Net (ECPN), [17]. The token colours are real-
valued vectors that may follow the solution path of a difference equation.

• High-Level Hybrid Petri Net (HLHPN), [12]. Again, the token colours
are real-valued vectors that may follow the solution path of a difference
equation, but in addition, a token switch between discrete places may
generate a jump in the value of the real-valued vector.

• Differential Petri Nets, [8]. Differential places have a real-valued number
of tokens and differential transitions fire with a certain speed that may
also be negative.

For none of the above hybrid state Petri Nets it is clear how they relate to PDP.
Moreover, none of them include Brownian motion as GSHP does. In order to
improve this situation for PDP, Everdij and Blom [10], [11], developed a Petri
Net extension named Dynamically Coloured Petri Net (DCPN) and proved
that there exist into-mappings between PDPs and DCPNs. In [9], Everdij
and Blom showed that this existence of into-mappings extends the power-
hierarchy among various model types established by [14], [15]. This is shown
in Figure 1, in which the well-known dependability models Reliability Block
Diagrams and Fault Trees are at the basis of the hierarchy.

Although PDP form a very general class of continuous-time Markov
processes which include both discrete and continuous processes, PDP do not
include diffusion. The aim of the current chapter aims to solve this issue by

• including a diffusion term into the PDP definition, following [3], and re-
ferred to as GSHP (Generalised Stochastic Hybrid Process);

• introducing an extension of DCPN, referred to as Stochastically and Dy-
namically Coloured Petri Net (SDCPN), which also covers diffusion;

• and showing that there exist into-mappings between GSHP and SDCPN.



Hybrid PNs with Diffusion that have Into-Mappings with GSHPs 41

Reliability Block Diagram
(RBD)

Fault Tree (FT)

Reliability Graph

Fault Tree with Repeated
Events (FTRE)

Generalised Stochastic Petri
Net (GSPN)

Continuous Time Markov
Chain (CTMC)

Deterministic and Stochastic
Petri Net (DSPN) Semi Markov Process

Dynamically Coloured Petri
Net (DCPN)

Piecewise Deterministic
Markov Process (PDP)

✲✛ [14, 15]
�

�✒[14, 15]
❅

❅� [14, 15]

✻[14, 15]

❅
❅� [14, 15]

�
�✒[14, 15]

✲✛ [14, 15]

✻[14, 15] ✻[14, 15]

✻[9, 10] ✻[6]

✲✛ [9, 10]

Fig. 1. Power hierarchy among various model types established by [6], [9], [10], [14],
and [15]. An arrow from a model to another model indicates that the second model
has more modelling power than the first model

The existence of such into-mappings allows combining the specification power
of Petri Nets with the stochastic analysis and control power of GSHP. In ad-
dition, the into-mappings extend the power hierarchy of Figure 1 with GSHP
and with GSHP-related Petri Nets.

The organisation of the paper is as follows. Section 2 briefly describes
GSHP. Section 3 defines SDCPN. Section 4 shows that each GSHP can be
represented by a SDCPN process. Section 5 shows that each SDCPN process
can be represented by a GSHP. Section 6 presents a SDCPN model for a
simple aircraft evolution example and its mapping to a GSHP. Section 7 draws
conclusions.

2 Generalised Stochastic Hybrid Process

This section presents a definition of Generalised Stochastic Hybrid System
(GSHS) and its GSHP solution, see [3]. As much as possible, the notation
introduced by Davis [7] for Piecewise Deterministic Markov Process is used.
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Definition 1. A Generalised Stochastic Hybrid System (GSHS) is a nine-
tuple (K, d(θ), x0, θ0, ∂Eθ, gθ, g

w
θ , λ, Q), together with some conditions C1

– C4.

Below, first the structure of the elements in the tuple and the GSHS con-
ditions are given, next the GSHS execution is explained.

2.1 GSHS Elements

The GSHS elements are defined as follows:

1. K is a countable set of discrete variables.
2. d is a map from K into IN , giving the dimensions of the continuous state

process.
3. For each θ ∈ K, Eθ is an open subset of IRd(θ), and ∂Eθ is its boundary.
4. θ0 is an initial value in K.
5. x0 is an initial value in Eθ0 .
6. gθ : IR

d(θ) → IRd(θ) is a vector field.
7. gwθ : IRd(θ) → IRd(θ) × IRb is a matrix, with b ∈ IN .
8. λ : E → IR+ is a jump rate function, with E = ∪θEθ.
9. Q : E ∪ Γ ∗ → [0, 1] is a probability measure, with E = ∪θEθ and Γ ∗ the

reachable boundary of E.

2.2 GSHS Conditions

Following [3] (Assumptions 1, 2 and 3), the GSHS conditions are:

C1 gθ and gwθ are such1 that for each initial state (θ, x) at initial time τ
there exists a pathwise unique solution xt = φθ,x,t−τ to dxt = gθ(xt)dt +
gwθ (xt)dwt, where {wt} is b-dimensional standard Brownian motion. If
t∞(θ, x) denotes the explosion time of the flow φθ,x,t−τ , i.e. |φθ,x,t−τ | → ∞
as t ↑ t∞(θ, x), then it is assumed that t∞(θ, x) =∞ whenever t∗(θ, x) =
∞. In other words, explosions are ruled out.

C2 With E = ∪θEθ, λ : E → IR+ is a measurable function such that for all
ξ ∈ E, there is ε(ξ) > 0 such that t→ λ(θ, φθ,x,t) is integrable on [0, ε(ξ)[.

C3 With E as above and Γ ∗ the reachable boundary of E, Q maps E∪Γ ∗ into
the set of probability measures on (E, E), with E the Borel-measurable sub-
sets of E, while for each fixed A ∈ E , the map ξ → Q(A; ξ) is measurable
and Q({ξ}; ξ) = 0.

C4 If Nt =
∑

k I(t≥τk), then it is assumed that for every starting point ξ and
for all t ∈ IR+, IENt < ∞. This means, there will be a finite number of
jumps in finite time.

1 [3] assumes Lipschitz continuity and boundedness.
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2.3 GSHS Execution

The execution of a GSHS generates a Generalised Stochastic Hybrid Process
(GSHP) {ξt}, with ξt = (θt, xt), as follows:

For each θ ∈ K, consider the stochastic differential equation dxt =
gθ(xt)dt + gwθ (xt)dwt, where {wt} is b-dimensional standard Brownian mo-
tion. Given an initial value x ∈ Eθ, under GSHS condition C1, this differential
equation has a pathwise unique solution. This means that if at some time in-
stant τ the GSHP state assumes value ξτ = (θτ , xτ ), then, as long as no jumps
occur, the GSHP state at t ≥ τ is given by ξt = (θt, xt) = (θτ , φθτ ,xτ ,t−τ ), with
φθτ ,xτ ,t−τ =

∫ t

τ
gθs(xs)dt+

∫ t

τ
gwθs(xs)dws. At some moment in time, however,

the GSHP state value may jump. Such moment is generated by either one of
the following events, depending on which event occurs first:

1. A Poisson point process with jump rate λ(θt, xt), t > τ generates a point.
2. The piecewise continuous process xt is about to hit the boundary ∂Eθτ of

Eθτ , t > τ .

At the moment when either of these events occurs, the GSHP state makes
a jump. The value of the GSHP state right after the jump is generated by
using a transition measure Q, which is the probability measure of the GSHP
state after the jump, given the value of the GSHP state immediately before
the jump. After this, the GSHP state ξt evolves in a similar way from the new
value onwards.

The GSHP process is generated by executing a GSHS through time as
follows: Suppose at time τ0 ) 0 the GSHP initial state is ξ0 = (θ0, x0), then,
if no jumps occur, the process state at t ≥ τ0 is given by ξt = (θt, xt) =
(θ0, φθ0,x0,t−τ0). The complementary distribution function for the time of the
first jump (i.e. the probability that the first jump occurs at least t− τ0 time
units after τ0), also named the survivor function of the first jump, is then
given by:

Gξ0,t−τ0 ) I(t−τ0<t∗(θ0,x0)) · exp
{
−
∫ t

τ0

λ(θ0, φθ0,x0,s−τ0)ds
}
, (1)

where I is an indicator function and t∗(θ0, x0) denotes the time until the
first boundary hit after t = τ0, which is given by t∗(θ0, x0) ) inf{t − τ0 >
0 | φθ0,x0,t−τ0 ∈ ∂Eθ0}. The first factor in Equation (1) is explained by the
boundary hitting process: after the process state has hit the boundary, which
is when t − τ0 = t∗(θ0, x0), this first factor ensures that the survivor func-
tion evaluates to zero. The second factor in Equation (1) comes from the
Poisson process: this second factor ensures that a jump is generated after an
exponentially distributed time with a rate λ that is dependent on the GSHP
state.

The time τ1 until the first jump after τ0 is generated by drawing a sample
from a uniform distribution on [0, 1], and then using a transformation that
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takes G into account. More formally (see [7], Section 23), the Hilbert cube
ΩH =

∏∞
i=1 Yi, with Yi a copy of Y = [0, 1], provides the canonical space

for a countable sequence of independent random variables U1, U2, ..., each
having uniform [0, 1] distribution, defined by Ui(ω) = ωi for elements ω =
(ω1, ω2, . . .) ∈ ΩH . The complete probability space is (Ω,F,P, {Ft}), with
Ω = ΩH ×ΩB , and where ΩB supports the Brownian motion. Now, define

ψ1(u, ξ0, ω) =
{
inf{t : Gξ0,t−τ0(ω) ≤ u}
+∞ if the above set is empty

and define σ1(ω) = τ1(ω) = ψ1(U1(ω), ξ0, ω), then τ1 is the time until the first
jump.

The value of the hybrid process state to which the jump is made is gen-
erated by using the transition measure Q, which is the probability measure
of the hybrid state after the jump, given the value of the hybrid state im-
mediately before the jump. The Hilbert cube from above is again used: Let
ψ2 : [0, 1] × (E ∪ Γ ∗) → E, with E = ∪θEθ and Γ ∗ the reachable boundary
of E, be a measurable function such that l{u : ψ2(u, ξ) ∈ B} = Q(B, ξ) for B
Borel measurable. Then ξτ1 = ψ2(U2(ω), ξ) is a sample from Q(·, ξ).

With this, the algorithm to determine a sample path for the hybrid state
process ξt, t ≥ 0, from the initial state ξ0 = (θ0, x0) on, is in two iterative
steps; define τ0 ) 0 and let for k = 0, ξτk = (θτk , xτk) be the initial state,
then for k = 1, 2, . . .:

Step 1: Draw a sample σk from survivor function Gξτk−1,t−τk−1
(ω), i.e.

σk(ω) = ψ1(U2k−1(ω), ξτk−1 , ω). Then the time τk of the kth jump is τk =
τk−1 + σk. The sample path up to the kth jump is given by

ξt = (θτk−1 , φθτk−1 ,xτk−1 ,t−τk−1), τk−1 ≤ t < τk and τk ≤ ∞.

Step 2: Draw a multi-dimensional sample ζk from transition measure
Q(·; ξ′τk), where ξ′τk = (θτk−1 , φθτk−1 ,xτk−1 ,τk−τk−1), i.e. ζk = ψ2(U2k(ω), ξ′τk).
Then, if τk <∞, the process state at the time τk of the kth jump is given by

ξτk = ζk.

3 Stochastically and Dynamically Coloured Petri Net
(SDCPN)

This section presents a definition of Stochastically and Dynamically Coloured
Petri Net (SDCPN). As much as possible, the notation introduced by Jensen
[13] for Coloured Petri Net is used.

Definition 2. A Stochastically and Dynamically Coloured Petri Net (SD-
CPN) is a 12-tuple SDCPN = (P, T , A, N , S, C, V, W, G, D, F , I),
together with some rules R0 – R4.
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Below, first the structure of the elements in the tuple is given, next the
SDCPN evolution through time is explained, finally, the SDCPN generated
process is outlined.

3.1 SDCPN Elements

The SDCPN elements are defined as follows:

1. P is a finite set of places. In a graphical notation, places are denoted by
circles:

Place: ✍✌
✎�

2. T is a finite set of transitions, such that T ∩P = ∅. The set T consists of
1) a set TG of guard transitions, 2) a set TD of delay transitions and 3) a
set TI of immediate transitions, with T = TG ∪ TD ∪ TI , and TG ∩ TD =
TD ∩ TI = TI ∩ TG = ∅. Notations are:

Guard transition:
Delay transition:
Immediate transition:

3. A is a finite set of arcs such that A∩P = A∩ T = ∅. The set A consists
of 1) a set AO of ordinary arcs, 2) a set AE of enabling arcs and 3) a set
AI of inhibitor arcs, with A = AO ∪AE ∪AI , and AO ∩AE = AE ∩AI =
AI ∩ AO = ∅. Notations are:

Ordinary arc: ✲

Enabling arc: �
Inhibitor arc: ❝

4. N : A → P × T ∪ T × P is a node function which maps each arc A in A
to a pair of ordered nodes N (A). The place of N (A) is denoted by P (A),
the transition of N (A) is denoted by T (A), such that for all A ∈ AE ∪AI :
N (A) = (P (A), T (A)) and for all A ∈ AO: either N (A) = (P (A), T (A))
or N (A) = (T (A), P (A)). Further notation:
• A(T ) = {A ∈ A | T (A) = T} denotes the set of arcs connected to

transition T , with A(T ) = Ain(T ) ∪Aout(T ), where
• Ain(T ) = {A ∈ A(T ) | N (A) = (P (A), T )} is the set of input arcs of

T and
• Aout(T ) = {A ∈ A(T ) | N (A) = (T, P (A))} is the set of output arcs

of T . Moreover,
• Ain,O(T ) = Ain(T ) ∩ AO is the set of ordinary input arcs of T ,
• Ain,OE(T ) = Ain(T ) ∩ {AE ∪ AO} is the set of input arcs of T that

are either ordinary or enabling, and
• P (A(T )) is the set of places connected to T by the set of arcs A(T ).
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Finally, {Ai ∈ AI | ∃A ∈ A, A �= Ai : N (A) = N (Ai)} = ∅, i.e., if an
inhibitor arc points from a place P to a transition T , there is no other arc
from P to T .

5. S is a finite set of colour types. Each colour type is to be written in the
form IRn, with n a natural number and with IR0 = ∅.

6. C : P → S is a colour function which maps each place P ∈ P to a specific
colour type in S.

7. I : P → C(P)ms is an initialisation function, where C(P )ms for P ∈ P
denotes the set of all multisets over C(P ). It defines the initial marking of
the net, i.e., for each place it specifies the number of tokens (possibly zero)
initially in it, together with the colours they have, and their ordering per
place.

8. V is set of a token colour functions. For each place P ∈ P for which
C(P ) �= IR0, it contains a function VP : C(P ) → C(P ) which satisfies
conditions that ensure a pathwise unique solution.

9. W is set of a token colour matrix functions. For each place P ∈ P for
which C(P ) �= IR0, it contains a function WP : C(P ) → C(P ) × C′(P ),
which satisfies conditions that ensure a pathwise unique solution, and
where C′(P ) collects the Brownian motion terms. Here, C′ maps P into
IRb, with b ∈ IR a constant.

10. G is a set of transition guards. For each T ∈ TG, it contains a transition
guard GT : C(P (Ain,OE(T ))) → {True, False}. GT (c) evaluates to True
if c is in the boundary ∂GT of an open subset GT in C(P (Ain,OE(T ))).
Here, if P (Ain,OE(T )) contains more than one place, e.g., P (Ain,OE(T )) =
{Pi, . . . , Pj}, then C(P (Ain,OE(T ))) is defined by C(Pi) × · · · × C(Pj). If
C(P (Ain,OE(T ))) = IR0 then ∂GT = ∅ and the guard will always evaluate
to False.

11. D is a set of transition enabling rate functions. For each T ∈ TD, it contains
an integrable transition enabling rate function δT : C(P (Ain,OE(T ))) →
IR+

0 , which, if T is evaluated from stopping time τ on, specifies a delay
time equal to DT (τ) = inf{t | e− t

τ
δT (cs)ds ≤ u}, where u is a random

number drawn from U [0, 1] at τ . If C(P (Ain,OE(T ))) = IR0 then δT is a
constant function.

12. F is a set of firing measures. For each T ∈ T it specifies a probability mea-
sure FT which maps C(P (Ain,OE(T ))) into the set of probability measures
on {0, 1}|Aout(T )| × C(P (Aout(T ))).

3.2 SDCPN Execution

The execution of a SDCPN provides a series of increasing stopping times,
τ0 < τi < τi+1, with for t ∈ (τi, τi+1) a fixed number of tokens per place and
per token a colour which is the solution of a stochastic differential equation.
This number of tokens and the colours of these tokens are generated as follows:

Each token residing in place P has a colour of type C(P ). If a token in
place P has colour c at time τ , and if it remains in that place up to time
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t > τ , then the colour ct at time t equals the unique solution of the stochastic
differential equation dct = VP (ct)dt+WP (ct)dwt with initial condition cτ = c.

A transition T is pre-enabled if it has at least one token per incoming
ordinary and enabling arc in each of its input places and has no token in
places to which it is connected by an inhibitor arc; denote τpre1 = inf{t |
T is pre-enabled at time t}. Consider one token per ordinary and enabling
arc in the input places of T and write ct ∈ C(P (Ain,OE(T ))), t ≥ τpre1 , as the
column vector containing the colours of these tokens; ct may change through
time according to its corresponding token colour functions. If this vector is
not unique (for example, one input place contains several tokens per arc), all
possible such vectors are executed in parallel.

A transition T is enabled if it is pre-enabled and a second requirement
holds true. For T ∈ TI , the second requirement automatically holds true. For
T ∈ TG, the second requirement holds true when GT (ct) = True. For T ∈ TD,
the second requirement holds true DT (τ

pre
1 ) units after τpre1 . Guard or delay

evaluation of a transition T stops when T is not pre-enabled anymore, and is
restarted when it is.

For the evaluation of DT (τ
pre
1 ), use is made of a Hilbert cube ΩH =∏∞

i=1 Yi, with Yi a copy of Y = [0, 1], which provides the canonical space
for a countable sequence of independent random variables U1, U2, ..., each
having a uniform [0, 1] distribution, defined by Ui(ω) = ωi for elements
ω = (ω1, ω2, . . .) ∈ ΩH . This Hilbert cube applies as follows: Suppose T
is a delay transition that is pre-enabled at time τ and has vector of input
colours ct at time t ≥ τ . Then transition T is enabled at random time
inf{t : exp

{
−
∫ t

τ
δT (cs)ds

}
≤ Ui}, with inf{ } = +∞. The complete prob-

ability space is (Ω,F,P, {Ft}), with Ω = ΩH ×ΩB, and where ΩB supports
the Brownian motion.

In case of competing enablings, the following rules apply:

R0 The firing of an immediate transition has priority over the firing of a guard
or a delay transition.

R1 If one transition becomes enabled by two or more disjoint sets of input
tokens at exactly the same time, then it will fire these sets of tokens inde-
pendently, at the same time.

R2 If one transition becomes enabled by two or more non-disjoint sets of
input tokens at exactly the same time, then the set that is fired is selected
randomly.

R3 If two or more transitions become enabled at exactly the same time by
disjoint sets of input tokens, then they will fire at the same time.

R4 If two or more transitions become enabled at exactly the same time by non-
disjoint sets of input tokens, then the transition that will fire is selected
randomly.

Here, two sets of input tokens are disjoint if they have no tokens in common
that are reserved by ordinary arcs, i.e., they may have tokens in common that
are reserved by enabling arcs.
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If T is enabled, suppose this occurs at time τ1, it removes one token per
arc in Ain,O(T ) from each of its input places. At this time τ1, T produces zero
or one token along each output arc: If cτ1 is the vector of colours of tokens
that enabled T and (f, aτ1) is a sample from FT (·; cτ1), then vector f specifies
along which of the output arcs of T a token is produced (f holds a one at
the corresponding vector components and a zero at the arcs along which no
token is produced) and aτ1 specifies the colours of the produced tokens. The
colours of the new tokens have sample paths that start at time τ1.

For drawing the sample from FT (·; cτ1), again use is made of the Hilbert
cube ΩH : Let ψT

2 : [0, 1]×C(P (Ain,OE(T )))→ {0, 1}|Aout(T )|×C(P (Aout(T )))
be a measurable function such that l{u : ψT

2 (u, c) ∈ B} = FT (B, c) for B in
the Borel set of {0, 1}|Aout(T )|×C(P (Aout(T ))). Then a sample from FT (·; cτ1)
is given by ψT

2 (U2(ω), cτ1), if cτ1 is the vector of input colours that enabled T .
In order to keep track of the identity of individual tokens, the tokens in a

place are ordered according to the time at which they entered the place, or, if
several tokens are produced for one place at the same time, according to the
order within the set of arcs A = {A1, . . . , A|A|} along which these tokens were
produced (the firing measure produces zero or one token along each output
arc).

3.3 SDCPN Stochastic Process

The SDCPN generates a stochastic process which is uniquely defined as fol-
lows: The process state at time t is defined by the numbers of tokens in each
place, and the colours of these tokens. Provided there is a unique ordering of
SDCPN places, and a unique ordering of tokens within a place, this charac-
terisation is unique, except at time instants when one or more transitions fire.
To make this characterisation of SDCPN process state unique, it is defined as
follows:

• At times t when no transition fires, the number of tokens in each place is
uniquely characterised by the vector (v1,t, . . . , v|P|,t) of length |P|, where
vi,t denotes the number of tokens in place Pi at time t and {1, . . . , |P|}
refers to a unique ordering of places adopted for SDCPN. At time instants
when one or more transitions fire, uniqueness of (v1,t, . . . , v|P|,t) is assured
as follows: Suppose that τ is such time instant at which one transition or a
sequence of transitions fires. Next, assume without loss of generality, that
this sequence of transitions is {T1, T2, . . . , Tm} and that time is running
again after Tm (note that T1 must be a guard or a delay transition, and
T2 through Tm must be immediate transitions). Then the number of to-
kens in each place at time t is defined as that vector (v1,t, . . . , v|P|,t) that
occurs after Tm has fired. This construction also ensures that the process
(v1,t, . . . , v|P|,t) has limits from the left and is continuous from the right,
i.e., it satisfies the càdlàg property.
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• If (v1,t, . . . , v|P|,t) is the distribution of the tokens among the places of
the SDCPN at time t, which is uniquely defined above, then the asso-
ciated colours of these tokens are uniquely gathered in a vector as fol-
lows: This vector first contains all colours of tokens in place P1, next
all colours of tokens in place P2, etc, until place P|P|, where {1, . . . , |P|}
refers to a unique ordering of places adopted for SDCPN. Within a place
the colours of the tokens are ordered according to the unique ordering
of tokens within their place defined for SDCPN (see under SDCPN ex-
ecution above). Since (v1,t, . . . , v|P|,t) satisfies the càdlàg property, the
corresponding vector of token colours does too. An additional case occurs,
however, when (v1,t, . . . , v|P|,t) jumps to the same value again, so that only
the process associated with the vector of token colours makes a jump at
time τ . In that case, let the process associated with the vector of token
colours be defined according to the timing construction as described for
(v1,t, . . . , v|P|,t) above (i.e. at time τ , the process associated with the vec-
tor of token colours is defined as that vector of token colours that occurs
after the last transition has fired in the sequence of transitions that fire at
time τ).

With this, the SDCPN definition is complete.

4 Generalised Stochastic Hybrid Processes into
Stochastically and Dynamically Coloured Petri Nets

This section shows that each Generalised Stochastic Hybrid Process can be
represented by a Stochastically and Dynamically Coloured Petri Net, by pro-
viding a pathwise equivalent into-mapping from GSHP into the set of SDCPN
processes.

Theorem 1. For any arbitrary Generalised Stochastic Hybrid Process with
a finite domain K there exists P-almost surely a pathwise equivalent process
generated by a Stochastically and Dynamically Coloured Petri Net (P, T , A,
N , S, C, I, V, W, G, D, F) satisfying R0 through R4.

Proof. Consider an arbitrary GSHP {θt, xt} described by the GSHS elements
{K, d(θ), x0, θ0, ∂Eθ, gθ, λ, Q}.

First, we construct a SDCPN, the elements {P, T , A, N , S, C, I, V, W,
G, D, F} and the rules R0 – R4 of which are characterised in terms of the
GSHS elements {K, d(θ), x0, θ0, ∂Eθ, gθ, λ, Q} as follows:
P = {Pθ; θ ∈ K}. Hence, for each θ ∈ K there is one place Pθ.
T = TG ∪ TD ∪ TI , with TI = ∅, TG = {TG

θ ; θ ∈ K}, TD = {TD
θ ; θ ∈ K}.

Hence, for each place Pθ there is one guard transition TG
θ and one delay

transition TD
θ .

A = AO ∪ AE ∪ AI , with |AI | = 0, |AE | = 0, and |AO| = 2|K|+ 2|K|2.
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N : The node function maps each arc in A = AO to a pair of nodes. These
connected pairs of nodes are: {(Pθ, T

G
θ ); θ ∈ K} ∪ {(Pθ, T

D
θ ); θ ∈ K}∪

{(TG
θ , Pϑ); θ, ϑ ∈ K} ∪ (TD

θ , Pϑ); θ, ϑ ∈ K}. Hence, each place Pθ has two
outgoing arcs: one to guard transition TG

θ and one to delay transition TD
θ .

Each transition has |K| outgoing arcs: one arc to each place in P.
S = {IRd(θ); θ ∈ K}.
C: For all θ ∈ K, C(Pθ) = IRd(θ).
I: Place Pθ0 contains one token with colour x0. All other places initially

contain zero tokens.
V: For all θ ∈ K, VPθ (·) = gθ(·).
W: For all θ ∈ K, WPθ (·) = gwθ (·).
G: For all θ ∈ K, ∂GTG

θ
= ∂Eθ.

D: For all θ ∈ K, δTD
θ
(·) = λ(θ, ·). Moreover, for the evaluation of the SDCPN

survivor functions, the same Hilbert cube applies as the one applied by
the GSHP.

F : If x denotes the colour of the token removed from place Pθ, (θ ∈ K),
at the transition firing, then for all ϑ′ ∈ K, x′ ∈ Eϑ′ : FTG

θ
(e′, x′;x) =

Q(ϑ′, x′; θ, x), where e′ is the vector of length |K| containing a one at the
component corresponding with arc (TG

θ , Pϑ′) and zeros elsewhere. For all
θ ∈ K, FTD

θ
= FTG

θ
. Moreover, for the evaluation of the SDCPN firing,

the same Hilbert cube applies as the one applied by the GSHP.
R0 – R4: Since there are no immediate transitions in the constructed SDCPN

instantiation, rule R0 holds true. Since there is only one token in the
constructed SDCPN instantiation, R1 – R3 also hold true. Rule R4 is
in effect when for particular θ, transitions TG

θ and TD
θ become enabled

at exactly the same time. Since λ is integrable, the probability that this
occurs is zero, yielding that R4 holds with probability one. However, if
this event should occur, then due to the fact that the firing measures for
the guard transition and the delay transition are equal, the application of
rule R4 has no effect on the path of the SDCPN process.

This shows that for any GSHS we are able to construct a SDCPN instantiation.
Next, we have to show that the SDCPN execution delivers the ‘same’ cadlag
stochastic process as the GSHS execution does.

In the SDCPN instantiation constructed, initially there is one token in
place Pθ0 . Because each transition firing removes one token and produces one
token, the number of tokens does not change for t > 0. Hence, for t > 0 there
is one token and the possible places for this single token are {Pϑ;ϑ ∈ K}.
Figure 2 shows the situation at some time τk−1, when the GSHP is given by
(θτk−1 , xτk−1). The token resides in place Pϑi , which models that θτk−1 = ϑi.
This token has colour xτk−1 . The colour of the token up to and at the time of
the next jump is evaluated according to two steps that are similar to those of
GSHP:

Step 1: While the token is residing in place Pϑi , its colour xt changes
according to the stochastic flow φϑi,xτk−1 ,t−τk−1 , i.e., xt = φϑi,xτk−1 ,t−τk−1 de-
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Fig. 2. Part of a Stochastically and Dynamically Coloured Petri Net representing
a Generalised Stochastic Hybrid Process

fined on the complete probability space (Ω,F,P, {Ft}). Transitions TG
ϑi

and
TD
ϑi

are both pre-enabled and compete for this token which resides in their
common input place Pϑi . Transition TG

ϑi
models the boundary hitting generat-

ing a mode switch, while transition TD
ϑi

models the Poisson process generating
a mode switch. For this, use is made of a random sample from the Hilbert cube.
The transition that is enabled first, determines the kind of switch occurring.
The time at which this happens is denoted by τk.

Step 2: With one, or more (has probability zero), of the transitions en-
abled at time τk, its firing measure is evaluated. For this, use is made of a
random sample from the Hilbert cube. The firing measure is such, that if a
sample ζk from transition measure Q(·;ϑi, φϑi,xτk−1 ,τk−τk−1), would appear to
be ζk = (ϑj , x), then the enabled transition would produce one token with
colour xτk = x for place Pϑj . The other places get no token.

After this, the above two steps are repeated in the same way from the new
state on. The pathwise equivalence of the GSHP and SDCPN processes can
be shown from the first stopping time to the next stopping time, and so on.
From stopping time to stopping time both processes use the same independent
realisations of the random variables U1, U2, ..., each having uniform [0, 1]
distribution, defined by Ui(ω) = ωi for elements ω = (ω1, ω2, . . .) of the Hilbert
cube ΩH =

∏∞
i=1 Yi, with Yi a copy of Y = [0, 1], to generate all random

variables in both the GSHP process and the SDCPN process. Hence, from
stopping time to stopping time, the GSHP and the associated SDCPN process
have equivalent paths and equivalent stopping times. 34
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5 Stochastically and Dynamically Coloured Petri Nets
into Generalised Stochastic Hybrid Processes

Under some conditions, each Stochastically and Dynamically Coloured Petri
Net can be represented by a Generalised Stochastic Hybrid Process. In this
section this is shown by providing an into-mapping from SDCPN into the set
of GSHPs.

Theorem 2. For each stochastic process generated by a Stochastically and
Dynamically Coloured Petri Net (P, T , A, N , S, C, I, V, W, G, D, F) sat-
isfying R0 through R4 there exists a unique probabilistically equivalent Gener-
alised Stochastic Hybrid Process if the following conditions are satisfied:

D1 There are no explosions, i.e. the time at which a token colour equals +∞ or
−∞ approaches infinity whenever the time until the first guard transition
enabling moment approaches infinity.

D2 After a transition firing (or after a sequence of firings that occur at the
same time instant) at least one place must contain a different number of
tokens, or the colour of at least one token must have jumped

D3 In a finite time interval, each transition is expected to fire a finite number
of times, and for t→∞ the number of tokens remains finite.

D4 The initial marking is such, that no immediate transition is initially en-
abled.

Proof. For an arbitrary SDCPN that satisfies conditions D1 – D4, we first
construct a GSHP that is probabilistically equivalent to the SDCPN process.
As a preparatory step, the given SDCPN is enlarged as follows: for each guard
transition and each place from which that guard transition may be enabled,
copy the corresponding places and transitions, including guards and firing
measures, and revise the firing measures of the input transitions to these
places, such that the new firings ensure that the corresponding guard tran-
sitions may be reached from one side only. This step is illustrated with an
example:

Example 1. In the picture on the left in Figure 3, transition T1 (which may be
of any type) may fire tokens to place P1, while transition T2 is a guard transi-
tion that uses these tokens as input. In this example, assume that C(P1) = IR
and that ∂GT2 = 3. This means, transition T2 is enabled if the colour of the
token in place P1 reaches value 3. This value may be reached from above or
from below, depending on whether the initial colour of the token in P1 is
larger or smaller than 3, respectively.

In the picture on the right, place P1 and transition T2 have been copied.
Transitions T2a and T2b get the same guard as T2, but transition T ′1 gets a
new firing measure with respect to T1: it is similar to the one of T1, but it
delivers a token to place P1a if the colour of this new token is smaller than 3,
and it delivers a token to place P1b if its colour is larger than 3. This way, the
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Fig. 3. Example transformation to model SDCPN enlargement

guard of transition T2a is always reached from below, i.e., its input colours are
smaller than 3. The guard of transition T2b is always reached from above, i.e.,
its input colours are larger than 3. The second output transition T3 of place
P1 also needs to be copied, but the output place of these copies can remain
the same as before. (End of Example)

(Continuation of proof.) Let this enlarged SDCPN be described by the
tuple (P, T , A, N , S, C, I, V, W, G, D, F) and satisfy the rules R0 – R4,
and assume that the conditions D1 – D4 are satisfied. In order to represent
this SDCPN by a GSHP, all GSHS elements K, d(θ), x0, θ0, gθ, g

w
θ , ∂Eθ, λ, Q

and the GSHS conditions C1 −C4 are characterised in terms of this SDCPN:

K: The domain K for the mode process {θt} can be found from the reacha-
bility graph (RG) of the SDCPN graph. The nodes in the RG are vectors
V = (v1, . . . , v|P|), where vi equals the number of tokens in place Pi,
i = 1, . . . , |P|, where these places are uniquely ordered. The RG is con-
structed from SDCPN components P, T , A, N and I. The first node V0

is found from I, which provides the numbers of tokens initially in each of
the places2. From then on, the RG is constructed as follows: If it is possi-
ble to move in one jump from token distribution V0 to, say, either one of
distributions V 1, . . . , V k unequal to V0, then arrows are drawn from V0 to
(new) nodes V 1, . . . , V k. Each of V 1, . . . , V k is treated in the same way.
Each arrow is labelled by the (set of) transition(s) fired at the jump. If a
node V j can be directly reached from V i by different (sets of) transitions
firing, then multiple arrows are drawn from V i to V j , each labelled by
another (set) of transition(s). Multiple arrows are also drawn if V j can be
directly reached from V i by firing of one transition, but by different sets
of tokens, for example in case this transition has multiple input tokens

2 Notice thatK has to be constructed for all I by following the proposed procedure
such that is applies for each possible instantiation of the initial token distribution.
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per incoming arc in its input places. In this case, the multiple arrows each
get this transition as label.
The nodes in the resulting reachability graph, exclusive the nodes from
which an immediate transition is enabled, form the discrete domain K of
the GSHP. To emphasise these nodes from which an immediate transition
is enabled in the RG picture, they are given in italics. Since the number
of places in the SDCPN is finite and the number of tokens per place and
the number of nodes in the RG are countable, K is a countable set, which
satisfies the GSHS conditions.

Example 2. As an example, consider the SDCPN graph in Figure 4, which
first is enlarged as explained above; the result is Figure 5. The enlarged
graph initially has two tokens in place P1a and one in P3, and the unique
ordering of places is (P1a, P1b, P2, P3, P4) such that V0 = (2, 0, 0, 1, 0). This
vector forms the first node of the reachability graph.

Fig. 4. Example SDCPN to explain reachability graph

Both T1a and T2a are pre-enabled. They both have two tokens per in-
coming arc in their input place, hence for both transitions, two vectors
of input colours are evaluated in parallel. If T1a becomes enabled for one
of these input tokens, it removes the corresponding token from P1a and
produces a token for P2 (we assume that all firing measures are such, that
each transition will fire a token when enabled, i.e., FT (0, ·; ·) = 0), so
the new token distribution is (1, 0, 1, 1, 0). Therefore, in the reachability
graph two arcs labelled by T1a are drawn from (2, 0, 0, 1, 0) to the new
node (1, 0, 1, 1, 0); this duplication of arcs characterises that T1a has eval-
uated two vectors of input tokens in parallel. The same reasoning holds
for transition T2a: two arcs are drawn from (2, 0, 0, 1, 0) to (1, 0, 1, 1, 0).
It may also happen that from (2, 0, 0, 1, 0), the guard transition T1a is
enabled by its two input tokens at exactly the same time. Due to Rule
R1 it then fires these two tokens at exactly the same time, resulting in
node (0, 0, 2, 1, 0). Therefore, an additional arc labelled T1a+T1a is drawn
from (2, 0, 0, 1, 0) to (0, 0, 2, 1, 0). Unlike the case for T1a, there is no arc
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Fig. 5. Example enlarged SDCPN to explain reachability graph

drawn from (2, 0, 0, 1, 0) labelled by T2a + T2a, since T2a is a delay tran-
sition, hence the probability that it is enabled by both its input tokens
at the same time is zero. Now consider node (0, 0, 2, 1, 0). From this to-
ken distribution the immediate transition T4 is enabled; its firing leads to
(1, 0, 1, 0, 1). Since node (1, 0, 1, 1, 0) enables an immediate transition it is
drawn in italics and is excluded from K.
The resulting reachability graph for this example is given in Figure
6. So, for this example, K = {(2, 0, 0, 1, 0), (0, 0, 2, 0, 1), (1, 0, 1, 0, 1),
(0, 1, 1, 0, 1), (1, 1, 0, 1, 0), (0, 2, 0, 1, 0)}. (End of Example)

Fig. 6. Example reachability graph
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(Continuation of proof.)
d(θ): The colour of a token in a place P is an element of C(P ) = IRn(P ), there-

fore d(θ) =
∑|P|

i=1 θi×n(Pi), with θ = (θ1, . . . , θ|P|) ∈ K, with {1, . . . , |P|}
referring to the unique ordering of places adopted for the SDCPN.

gθ and gwθ : For x = Col{x1, . . . , x|P|}, with xi ∈ IRθi×n(Pi), and with {1, . . .,
|P} referring to the unique ordering of places adopted for the SDCPN, gθ
is defined by gθ(x) = Col{g1

θ(x
1), . . . , g|P|θ (x|P|)}, where for xi = Col{xi1,

. . ., xiθi}, with xij ∈ IRn(Pi) for all j ∈ {1, . . . , θi}: giθ(xi) = Col{VPi(xi1),

. . ., VPi(xiθi)}. Here, j ∈ {1, . . . , θi} refers to the unique ordering of tokens
within their place defined for SDCPN (see Section 3). In a similar way, gwθ
is defined by gwθ (x) = Diag{gw,1

θ (x1), . . . , gw,|P|
θ (x|P|)}. Since, for all Pi,

VPi andWPi satisfy conditions that ensure existence of a pathwise unique
solution without explosion, this also applies to gθ and gwθ .

∂Eθ: For each token distribution θ, the boundary ∂Eθ of subset Eθ is deter-
mined from the transition guards corresponding with the set of transitions
in TG that, under token distribution θ, are pre-enabled (this set is uniquely
determined). Without loss of generality, suppose this set of transitions is
T1, . . . , Tm (note that this set may contain one transition multiple times,
if multiple tokens are evaluated in parallel). Suppose {P i1, . . . , P iri} are
the input places of Ti that are connected to Ti by means of ordinary or
enabling arcs. Define di =

∑ri
j=1 n(P

ij), then ∂Eθ = ∂G′T1
∪ . . . ∪ ∂G′Tm ,

where G′Ti = [GTi × IRd(θ)−di ] ∈ IRd(θ). Here [·] denotes a special order-
ing of all vector elements: Vector elements corresponding with tokens in
place Pa are ordered before vector elements corresponding with tokens
in place Pb if b > a, according to the unique ordering of places adopted
for the SDCPN; vector elements corresponding with tokens within one
place are ordered according to the unique ordering of tokens within their
place defined for SDCPN (see Section 3). If the set of pre-enabled guard
transitions is empty, then ∂Eθ = ∅.

λ: For each token distribution θ, the jump rate λ(θ, ·) is determined from the
transition delays corresponding with the set of transitions in TD that, un-
der token distribution θ, are pre-enabled (this set is uniquely determined).
Without loss of generality, suppose this set of transitions is T1, . . . , Tm.
Then λ(θ, ·) =

∑m
i=1 δTi(·). This equality is due to the fact that the com-

bined arrival process of individual Poisson processes is again Poisson, with
an arrival rate equal to the sum of all individual arrival rates. Since δT
is integrable for all T ∈ TD, λ is also integrable. If the set of pre-enabled
delay transitions is empty, then λ(θ, ·) = 0.

Q: For each θ ∈ K, x ∈ Eθ, θ′ ∈ K and x′ ∈ Eθ′ , Q(θ′, x′; θ, x) is characterised
by the reachability graph, the sets D, G and F and the rules R0−R4. The
reachability graph is used to determine which transitions are pre-enabled
in token distribution θ; the sets D and G and the rules R0 −R4 are used
to determine which pre-enabled transitions will actually fire from state
(θ, x); and finally, set F is used to determine the probability of (θ′, x′)
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being the state after the jump, given state (θ, x) before the jump and the
set of transitions that will fire in the jump. Because of its complexity,
the characterisation of Q is given in the appendix, but an outline is given
next:
Main challenge in the characterisation of Q is the following: In some situ-
ations one does not know for certain which transitions will fire in a jump,
even if one knows the state (θ, x) before the jump and knows that a jump
will occur from (θ, x) to (θ′, x′). Hence, in these situations it is not known
with certainty which firing measures one should combine in order to con-
struct Q(θ′, x′; θ, x) from SDCPN elements. However, one does know the
following:
• Given θ, one knows which transitions are pre-enabled; this can be read

off the reachability graph (i.e. gather the labels of all arrows leaving
node θ).

• Given that θ ∈ K, no immediate transitions are enabled in θ.
• The probability that a guard transition and a delay transition are

enabled at exactly the same time is zero.
• The probability that two delay transitions are enabled at exactly the

same time is zero.
• There is a possibility that two or more guard transitions are enabled

at exactly the same time. It may even occur (due to rule R1) that one
single guard transition fires twice at the same time.

Hence, the steps to be followed to construct Q(θ′, x′; θ, x), for any (θ′, x′,
θ, x) are:
1. Determine (using the reachability graph) which transitions are pre-

enabled in θ.
2. Consider the guard transitions in this set of pre-enabled transitions

and determine which of these are enabled. For a transition T , this
is done by considering its vector of input colours (which is part of
x) and checking whether this vector has entered the boundary ∂GT .
If the set of enabled guard transitions is not empty, then use rules
R1 − R4 to find out which of these transitions will actually fire with
which probability.
If this set of enabled guard transitions is empty, then one pre-enabled
delay transition must be enabled. Use D to determine for each pre-
enabled delay transition the probability with which it will actually
fire.

3. Determine which transition firings can actually lead to discrete process
state θ′ in one jump. This set can be found by identifying in the
reachability graph all arrows directly from node θ to θ′ and all directed
paths from node θ to θ′ that pass only nodes that enable immediate
transitions (i.e. that pass only nodes in italics).

4. Finally, Q(θ′, x′; θ, x) is constructed from the firing measures, by con-
ditioning on these arrows and paths from θ to θ′.
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θ0 and x0: These can be constructed from I, the SDCPN initial marking,
which provides the places the tokens are initially in and the colours these
tokens have. Hence, θ0 = (v1,0, . . . , v|P|,0), where vi,0 denotes the initial
number of tokens in place Pi, with the places ordered according to the
unique ordering adopted for SDCPN, and x0 ∈ IRd(θ0) is a vector contain-
ing the colours of these tokens. Within a place the colours of the tokens
are ordered according to the specification in I. With this, and due to con-
dition D4 (which prevents different token distributions to be applicable
at the initial time), the constructed θ0 and x0 are uniquely defined.

C1: This condition (no explosions) follows from assumption D1.
C2: This condition (λ is integrable) follows from the fact that δT is integrable

for all T ∈ TD.
C3: This condition (Q measurable and Q({ξ}; ξ) = 0) follows from the as-

sumption that F is continuous and from assumption D2.
C4: This condition (IENt <∞) follows from assumption D3.

This shows that for any SDCPN satisfying conditions D1 – D4, we are able
to construct unique GSHS elements, and thus a unique GSHS.

Finally, we show that the GSHP process {θt, xt} is probabilistically equiv-
alent to the process generated by the SDCPN:

With the mapping from SDCPN elements into GSHS elements, it is easily
shown that the GSHP process {θt, xt} is probabilistically equivalent to the
process generated by the SDCPN characterised in Section 3: at each time t the
process {θt} is probabilistically equivalent to the process (v1,t, . . . , v|P|,t) and
the process {xt} is probabilistically equivalent to the process associated with
the vector of token colours. This is shown by observing that the initial GSHP
state (θ0, x0) is probabilistically equivalent to the initial SDCPN state through
the mapping constructed above. Moreover, also by the unique mapping of
SDCPN elements into GSHS elements, at each time instant after the initial
time, the GSHP state is probabilistically equivalent to the SDCPN state:
At times t when no jump occurs, the GSHP process evolves according to gθ
and gwθ and the SDCPN process evolves according to V and W. Through
the mapping between gθ and V and between gwθ and W developed above,
these evolutions provide probabilistically equivalent processes. At times when
a jump occurs, the GSHP process makes a jump generated by Q, while the
SDCPN process makes a jump generated by F . Through the mapping between
Q and F developed above, these jumps provide probabilistically equivalent
processes.

6 Example SDCPN and Mapping to GSHP

This section gives a simple example SDCPN model and its mapping to GSHP
of the evolution of an aircraft. First, Subsection 6.1 explains how a SDCPN
that models a complex operation is generally constructed in three steps. In
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order to illustrate these steps, Subsection 6.2 presents a simple example of
the evolution of one aircraft. Subsection 6.3 gives a SDCPN that models this
aircraft evolution and Subsection 6.4 explains the mapping of this SDCPN
example in a GSHP.

6.1 SDCPN Construction and Verification Process

A SDCPN modelling a particular operation can be constructed, for example,
by first identifying the discrete state space, represented by the places, the
transitions and arcs, and next adding the continuous-time-based elements one
by one, similar as what one would expect when modelling a GSHP for such
operation. However, in case of a very complex operation, with many entities
that interact such as occur in air traffic, it is generally more desirable and
constructive to do the SDCPN modelling in several iterations, for example in
a four-phased approach:

1. In the first phase, each operation entity or agent (for example, a pilot, a
navigation system, an aircraft) is modelled separately by one local DCPN
(i.e. no Brownian motion components W). Each such entity model is
named a Local Petri Net (LPN).

2. In the second phase, the interactions between these entities are modelled,
connecting the LPNs, such that these interactions do not change the num-
ber of tokens per LPN.

3. In the third phase the Brownian motion components W are added to the
LPNs.

4. In the fourth phase, one verifies whether the conditions D1 – D4 under
which a mapping to GSHP is guaranteed to exist have been fulfilled.
Because of the modularity and fixed number of tokens per LPN, these
conditions can easily be verified per LPN, and subsequently per interaction
between LPNs.

The additional advantage of this phased approach is that the total SDCPN
can be verified simultaneously by multiple domain experts. For example, a
Local Petri Net model for a navigation system can be verified by a navigational
system expert; a Local Petri Net model for a pilot can be verified by a human
factors expert; interactions can be verified by a pilot.

6.2 Aircraft Evolution Example

This subsection presents a simple aircraft evolution example. The next sub-
sections present a SDCPN model and a mapping to GSHP for this example.

Assume the deviation of this aircraft from its intended path depends on the
operationality of two of its aircraft systems: the engine system, and the naviga-
tion system. Each of these aircraft systems can be in one of two modes: Work-
ing (functioning properly) or Not working (operating in some failure mode).
Both systems switch between their modes independently and on exponentially
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distributed times, with rates δ3 (engine repaired), δ4 (engine fails), δ5 (navi-
gation repaired) and δ6 (navigation fails), respectively. The operationality of
these systems has the following effect on the aircraft path: if both systems
are Working, the aircraft evolves in Nominal mode and the rate of change of
the position and velocity of the aircraft is determined by (V1,W1) (i.e. if zt is
a vector containing this position and velocity then dzt = V1(zt)dt+W1dwt).
If either one, or both, of the systems is Not working, the aircraft evolves in
Non-nominal mode and the position and velocity of the aircraft is determined
by (V2,W2). The factors W1 and W2 are determined by wind fluctuations.
Initially, the aircraft has a particular position x0 and velocity v0, while both
its systems are Working. The evaluation of this process may be stopped when
the aircraft position has Landed, i.e. its vertical position and velocity is equal
to zero. Once landed, the aircraft is assumed not to depart anymore, hence
the rate of change of its position and velocity equals zero.

This simple aircraft evolution example illustrates the kind of difficulty
encountered when one wants to model a realistic problem directly as a GSHP.
Mathematically one would define three discrete valued processes {κ1

t}, {κ2
t},

{κ3
t}, and an IR6-valued process {xt}:

• {κ1
t} represents the aircraft evolution mode assuming values in {Nominal,

Non-nominal, Landed};
• {κ2

t} represents the navigation mode assuming values in {Working, Not-
working};

• {κ3
t} represents the engine mode assuming values in {Working, Not-

working};
• {xt} represents the 3D position and 3D velocity of the aircraft

Unfortunately, the process {κt, xt}, with κt = Col{κ1
t , κ

2
t , κ

3
t}, is not a GSHP,

since some κt combinations lead to immediate jumps, which is not allowed for
GSHP.

6.3 SDCPN Model for the Aircraft Evolution Example

This subsection gives a SDCPN instantiation that models the aircraft evolu-
tion example of the previous subsection. In order to illustrate the three-phased
approach of subsection 6.1, we first give the Local Petri Net graphs that have
been identified in the first phase of the modelling. The entities identified are:
Aircraft evolution, Navigation system, and Engine system. This gives us three
Local Petri Nets. The resulting graphs are given in Figure 7.

The interactions between the Engine and Navigation Local Petri Net and
the Evolution Local Petri Net are modelled by coupling the Local Petri Nets
by additional arcs (and, if necessary, additional places or transitions). Here,
removal of a token from one Local Petri Net by a transition of another Local
Petri Net is prevented by using enabling arcs instead of ordinary arcs for
the interactions. The resulting graph is presented in Figure 8. Notice that
transition T1 has to be replaced by two transitions T1a and T1b in order to
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Fig. 8. Local Petri Nets integrated into one Petri Net

The graph above completely defines SDCPN elements P, T , A and N ,
where TG = {T7, T8}, TD = {T3, T4, T5, T6} and TI = {T1a, T1b, T2}. The
other SDCPN elements are specified below.

S: Two colour types are defined; S = {IR0, IR6}.
C: C(P1) = C(P2) = C(P7) = IR6, hence n(P1) = n(P2) = n(P7) = 6. The

first three colour components model the longitudinal, lateral and vertical
position of the aircraft, the last three components model the corresponding
velocities. For places P3 through P6, C(Pi) = IR0 = ∅ hence n(Pi) = 0.
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I: Place P1 initially has a token with colour z0 = (x0, v0)′, with x0 ∈ IR2 ×
(0,∞) and v0 ∈ IR3\Col{0, 0, 0}. Places P4 and P6 initially each have a
token without colour.

V and
W: The token colour functions for places P1, P2 and P7 are determined by

(V1,W1), (V2,W2), and (V7,W7), respectively, where (V7,W7) = (0, 0).
For places P3 – P6 there is no token colour function.

G: Transitions T7 and T8 have a guard that is defined by ∂GT7 = ∂GT8 =
IR2 × {0} × IR2 × {0}.

D: The enabling rates for transitions T3, T4, T5 and T6 are δT3(·) = δ3, δT4(·) =
δ4, δT5(·) = δ5 and δT6(·) = δ6, respectively.

F : Each transition has a unique output place, to which it fires to their output
place a token with a colour (if applicable) equal to the colour of the token
removed, i.e. for all T , FT (1, ·; ·) = 1.

6.4 Mapping to GSHP

In this subsection, the SDCPN aircraft evolution example is mapped to a
GSHP, following the construction in the proof of Theorem 2. Because the
boundaries of the guard transitions T7 and T8 (i.e. ∂GT7 = ∂GT8 = IR2 ×
{0} × IR2 × {0}) are always reached from one side only, there is no need to
first enlarge the SDCPN for these guard transitions (see Section 5).

The SDCPN of Figure 8 has seven places hence the reachability graph has
elements that are vectors of length 7. Since there is always one token in the
set of places {P1, P2, P7}, one token in {P3, P4} and one token in {P5, P6},
the reachability graph has 3 × 2 × 2 = 12 nodes, see Figure 9. However,
four nodes are excluded from K: nodes (1, 0, 1, 0, 0, 1, 0), (0, 1, 0, 1, 0, 1, 0) and
(1, 0, 0, 1, 1, 0, 0) enable immediate transitions, and node (1, 0, 1, 0, 1, 0, 0) can-
not be reached since it requires the enabling of a delay transition that is com-
peting with an immediate transition, while due to SDCPN rule R0, an imme-
diate transition always gets priority. Therefore, K consists of the remaining 8
nodes {m1,m2,m3,m4,m5, m6,m7,m8}, which are specified in Table 1.

Table 1. Discrete modes in K

Node Engine Navigation Evolution

m1 = (1, 0, 0, 1, 0, 1, 0) Working Working Nominal
m2 = (0, 1, 1, 0, 0, 1, 0) Not working Working Non-nominal
m3 = (0, 1, 1, 0, 1, 0, 0) Not working Not working Non-nominal
m4 = (0, 1, 0, 1, 1, 0, 0) Working Not working Non-nominal
m5 = (0, 0, 0, 1, 0, 1, 1) Working Working Landed
m6 = (0, 0, 1, 0, 0, 1, 1) Not working Working Landed
m7 = (0, 0, 1, 0, 1, 0, 1) Not working Not working Landed
m8 = (0, 0, 0, 1, 1, 0, 1) Working Not working Landed



Hybrid PNs with Diffusion that have Into-Mappings with GSHPs 63

Fig. 9. Reachability graph for the SDCPN of Figure 8

Following Section 5, for each θ = (θ1, . . . , θ7) ∈ K, the value of d(θ) equals
d(θ) =

∑|P|
i=1 θi × n(Pi). Since there is always one token in the set of places

{P1, P2, P7}, hence θ1 + θ2 + θ7 = 1, and since n(P1) = n(P2) = n(P7) = 6
and n(P3) = n(P4) = n(P5) = n(P6) = 0, we find for all θ that d(θ) = 6.

Since initially there is a token in places P1, P4 and P6, the initial mode θ0

equals θ0 = m1 = (1, 0, 0, 1, 0, 1, 0). The GSHP initial continuous state value
equals the vector containing the initial colours of all initial tokens. Since the
initial colour of the token in Place P1 equals z0, and the tokens in places P4

and P6 have no colour, the GSHP initial continuous state value equals z0.
Following Section 5, with θ = (θ1, . . . , θ7) ∈ K, for x = Col{x1, . . . , x7},

with xi ∈ IRθi×n(Pi), the function gθ is defined by gθ(x) = Col{g1
θ(x

1), . . .,
g7
θ(x

7)}, where for xi = Col{xi1, . . . , xiθi}, with xij ∈ IRn(Pi) for all j ∈
{1, . . . , θi}: giθ(xi) satisfies giθ(x

i) = Col{VPi(xi1), . . . ,VPi(xiθi)}. Since there
is at most one token in each place, θi is either zero or one, hence either xi = ∅
or xi = xi1. Since there is no token colour function for places {P3, P4, P5, P6}
and there is only one token in {P1, P2, P7}, gθ(x) = V1 for θ = m1, gθ(x) = V2

for θ ∈ {m2,m3,m4}, and gθ(x) = 0 otherwise. In a similar way, gwθ (x) =W1

for θ = m1, gwθ (x) = W2 for θ ∈ {m2,m3,m4}, and gwθ (x) = 0 otherwise, see
Table 2.

The boundary ∂Eθ is determined from the transitions guards that, under
token distribution θ, are enabled. This yields: for θ = m1, ∂Eθ = ∂GT7 =
IR2×{0}×IR2×{0}; for θ ∈ {m2,m3,m4}, Eθ = ∂GT8 = IR2×{0}×IR2×{0};
for θ ∈ {m5,m6,m7,m8}, ∂Eθ = ∅.

The jump rate λ(θ, ·) is determined from the enabling rates corresponding
with the set of delay transitions in TD that, under token distribution θ, are
pre-enabled. At each time, always two delay transitions are pre-enabled: either
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T3 or T4 and either T5 or T6. Hence λ(θ, ·) =
∑

i=j,k δTi(·) if Tj and Tk are
pre-enabled. See Table 2 for the resulting λ’s.

The probability measure Q is determined by the reachability graph, the
sets D, G and F and the rules R0 −R4. In Table 3, Q(ζ; ξ) = p denotes that
if ξ is the value of the GSHP before the hybrid jump, then, with probability
p, ζ is the value of the GSHP immediately after the jump.

Table 2. Example GSHS components gθ(·), gw
θ (·) and λ as a function of θ

θ gθ(·) gw
θ (·) λ

m1 V1(·) W1(·) δ4 + δ6
m2 V2(·) W2(·) δ3 + δ6
m3 V2(·) W2(·) δ3 + δ5
m4 V2(·) W2(·) δ4 + δ5
m5 0 0 δ4 + δ6
m6 0 0 δ3 + δ6
m7 0 0 δ3 + δ5
m8 0 0 δ4 + δ5

Table 3. Example GSHS component Q

For z /∈ ∂Em1 : Q(m2, z;m1, z) =
δ4

δ4+δ6
, Q(m4, z;m1, z) =

δ6
δ4+δ6

For z ∈ ∂Em1 : Q(m5, z;m1, z) = 1

For z /∈ ∂Em2 : Q(m3, z;m2, z) =
δ6

δ3+δ6
, Q(m1, z;m2, z) =

δ3
δ3+δ6

For z ∈ ∂Em2 : Q(m6, z;m2, z) = 1

For z /∈ ∂Em3 : Q(m4, z;m3, z) =
δ3

δ3+δ5
, Q(m2, z;m3, z) =

δ5
δ3+δ5

For z ∈ ∂Em3 : Q(m7, z;m3, z) = 1

For z /∈ ∂Em4 : Q(m3, z;m4, z) =
δ4

δ4+δ5
, Q(m1, z;m4, z) =

δ5
δ4+δ5

For z ∈ ∂Em4 : Q(m8, z;m4, z) = 1

For all z: Q(m6, z;m5, z) =
δ4

δ4+δ6
, Q(m8, z;m5, z) =

δ6
δ4+δ6

For all z: Q(m7, z;m6, z) =
δ6

δ3+δ6
, Q(m5, z;m6, z) =

δ3
δ3+δ6

For all z: Q(m8, z;m7, z) =
δ3

δ3+δ5
, Q(m6, z;m7, z) =

δ5
δ3+δ5

For all z: Q(m7, z;m8, z) =
δ4

δ4+δ5
, Q(m5, z;m8, z) =

δ5
δ4+δ5

From a mathematical perspective, the GSHP model has clear advantages.
However, the GSHP model does not show the structure of the SDCPN. Be-
cause of this, the SDCPN model of Subsection 6.3 is simpler to comprehend
and to verify against the aircraft evolution example description of Subsection
6.2. These complementary advantages from both perspectives tend to increase
with the complexity of the operation considered.
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7 Conclusions

Generalised Stochastic Hybrid Processes (GSHPs) can be used to describe vir-
tually all complex continuous-time stochastic processes. However, for complex
practical problems it is often difficult to develop a GSHP model, and have it
verified both by mathematical and by multiple operational domain experts.
This paper has introduced a novel Petri Net, which is named Stochastically
and Dynamically Coloured Petri Net (SDCPN) and has shown that under
some mild conditions, any SDCPN generated process can be mapped into
a probabilistically equivalent GSHP. Moreover, it is shown that any GSHP
with a finite discrete state domain can be mapped into a pathwise equivalent
process which is generated by a executing a GSHS. A consequence of both re-
sults is that there exist into-mappings between GSHPs and SDCPN processes.
The development of a SDCPN model for complex practical problems has sim-
ilar specification advantages as basic Petri Nets have over automata [4].

The key result of this paper is that this is the first time that proof of the
existence of into-mappings between GSHPs and Petri Nets has been estab-
lished. This significantly extends the modelling power hierarchy of [14],[15] in
terms of Petri Nets and Markov processes, see Figure 10.

To the authors’ best knowledge, SDCPN is the only hybrid Petri Net
that incorporates Brownian motion. Moreover, SDCPN and DCPN are the
only hybrid Petri Nets for which into-mappings with hybrid state Markov
processes are known. Due to the existence of these into-mappings, GSHP
theoretical results like stochastic analysis, stability and control theory, also
apply to SDCPN stochastic processes. The mapping of SDCPN into GSHP
implies that any specific SDCPN stochastic process can be analysed as if it
is a GSHP, often without the need to first apply the transformation into a
GSHP as we did for the aircraft evolution example in Section 6. Because of
this, for accident risk modelling in air traffic management, in [2] SDCPNs are
adopted for their specification power and for their GSHP inherited stochastic
analysis power.
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A Characterisation of Q in Terms of SDCPN Elements

In this appendix, Q is characterised in terms of SDCPN, as part of the char-
acterisation in Appendix C of GSHP in terms of SDCPN.

For each θ ∈ K, x ∈ Eθ, θ′ ∈ K and A ⊂ Eθ′ , the value of Q(θ′, A; θ, x)
is a measure for the probability that if a jump occurs, and if the value of the
GSHP just prior to the jump is (θ, x), then the value of the GSHP just after
the jump is in (θ′, A). Measure Q(θ′, A; θ, x) is characterised in terms of the
SDCPN by the reachability graph (RG) (see Appendix C), elements D, G and
Rules R0 −R4 and the set F , as below. This is done in four steps:

1. Determine which transitions are pre-enabled in (θ, x).
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2. Determine for each pre-enabled transition the probability with which it is
enabled in (θ, x).

3. Determine for each pre-enabled transition whether its firing can possibly
lead to discrete state θ′.

4. Use the results of the previous two steps and the set of firing functions to
characterise Q.

Step 1: Determine which transitions are pre-enabled in (θ, x).

Consider all arrows in the RG leaving node θ. These arrows are labelled by
names of transitions which are pre-enabled in θ, for example T1 (if T1 is pre-
enabled in θ), T1+T2 (if T1 and T2 are both pre-enabled and there is a non-zero
probability that they fire at exactly the same time), etc. Therefore the arrows
leaving θ may be characterised by these labels. Denote the multi-set of arrows,
characterised by these labels, by Bθ. This set is a multi-set since there may
exist several arrows with the same label (e.g. if one transition is pre-enabled
by different sets of input tokens). We use notation B ∈ Bθ for an element B
of Bθ (e.g. B = T1 represents an arrow with T1 as label), and notation T ∈ B
for a transition T in label B (e.g. as in B = T + T1).

Step 2: Determine for each pre-enabled transition the probability
with which it is enabled in (θ, x).

Given that a jump occurs in (θ, x), the set of transitions that will actually fire
in (θ, x) is not empty, and is given by one of the labels in Bθ. In the following,
we determine, for all B ∈ Bθ, the probability pB(θ, x) that all transitions in
label B will fire.

• Denote the vector of input colours of transition T in a particular label
by cxT . For a transition in a label this vector is unique since we consider
transitions with multiple vectors of input colours separately in the multi-
set Bθ.

• Consider the multi-set BGθ = {B ∈ Bθ|∀T ∈ B : T ∈ TG and cxT ∈ ∂GT }.
• If BGθ �= ∅ then this set contains all transitions that are enabled in (θ, x).

Rules R1−R4 are used (R0 is not applicable) to determine for each B ∈ BGθ
the probability with which the transitions in label B will actually fire:
– Rules R1 and R3 are used as follows: if B is such that there exists

B′ ∈ BGθ such that the transitions in B form a real subset of the set of
transitions in B′, then pB(θ, x) = 0. The set of thus eliminated labels
B is denoted by BR1,3

θ .
– Rules R2 and R4 are used as follows: If the multi-set BGθ −B

R1,3
θ contains

m elements, then each of these labels gets a probability pB(θ, x) = 1/m.
• If BGθ = ∅ then only Delay transitions can be enabled in (θ, x). Consider

the multi-set BDθ = {B ∈ Bθ|∀T ∈ B : T ∈ TD}. Each B ∈ BDθ consists of
one delay transition, with pB(θ, x) =

δB(cxB)

T∈BD
θ

δT (cxT ) .
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Step 3: Determine for each pre-enabled transition whether its
firing can possibly lead to discrete state θ′.

In the RG, consider nodes θ and θ′ and delete all other nodes that are elements
ofK, including the arrows attached to them. Also, delete all nodes and arrows
that are not part of a directed path from θ to θ′. The residue is named RGθθ′ .
Then, if θ and θ′ are not connected in RGθθ′ by at least one path, a jump
from (θ, x) to a state in (θ′, A) is not possible.

Step 4: Use the results of the previous two steps and the set of
firing functions to characterise Q.

From the previous step we have

• Q(θ′, A; θ, x) = 0 if θ and θ′ are not connected in RGθθ′ by at least one
path.

If θ and θ′ are connected then in RGθθ′ one or more paths from θ to θ′ can be
identified. Each such path may consist of only one arrow, or of sequences of
directed arrows that pass nodes that enable immediate transitions. All arrows
are labelled by names of transitions, therefore the paths between θ and θ′ may
be characterised by the labels on these arrows, i.e. by the transitions that
consecutively fire in the jump from θ to θ′. Denote the multi-set of paths,
characterised by these labels, by Lθθ′ . Examples of elements of Lθθ′ are T1

(if T1 is pre-enabled in θ and its firing leads to θ′), T1 + T2 (if there is a
non-zero probability that T1 and T2 will fire at exactly the same time, and
their combined firing leads to θ′), T4 ◦ T3 (if T3 is pre-enabled in θ, its firing
leads to the immediate transition T4 being enabled, and the firing of T4 leads
to θ′), etc.

Next, we factorise Q by conditioning on the path L ∈ Lθθ′ along which
the jump is made. Under the condition that a jump occurs:

Q(θ′, A; θ, x) =
∑

L∈Lθθ′
pθ′,x′|θ,x,L(θ′, A | θ, x, L)× pL|θ,x(L | θ, x),

where pθ′,x′|θ,x,L(θ′, A | θ, x, L) denotes the conditional probability that the
SDCPN state immediately after the jump is in (θ′, A), given that the SDCPN
state just prior to the jump equals (θ, x), given that the set of transitions L
fires to establish the jump. Moreover, pL|θ,x(L | θ, x) denotes the conditional
probability that the set of transitions L fires, given that the SDCPN state
immediately prior to the jump equals (θ, x).

In the remainder of this appendix, first pL|θ,x(L | θ, x) is characterised
for each L ∈ Lθθ′ . Next, pθ′,x′|θ,x,L(θ′, A | θ, x, L) is characterised for each
L ∈ Lθθ′ .
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Characterisation of pL|θ,x(L | θ, x) for each L ∈ Lθθ′

First, assume that Lθθ′ does not contain immediate transitions. This yields:
each L ∈ Lθθ′ either contains one or more guard transitions, or one delay
transition (other combinations occur with zero probability). In particular,
Lθθ′ is a subset of Bθ defined earlier. Then pL|θ,x(L | θ, x) is determined by
pL|θ,x(L | θ, x) = pL(θ,x)

B∈L
θθ′

pB(θ,x) , with pB(θ, x) defined earlier.

Next, consider the situations where RGθθ′ may also contain nodes that
enable immediate transitions. If L is of the form L = Tj ◦ Tk, with Tj an
immediate transition, then pL|θ,x(L | θ, x) = pTk|θ,x(Tk | θ, x), with the right-
hand-side constructed as above for the case without immediate transitions.
The same value pTk|θ,x(Tk | θ, x) follows for cases like L = Tm ◦ Tj ◦ Tk, with
Tj and Tm immediate transitions. However, if the firing of Tk enables more
than one immediate transition, then the value of pTk|θ,x(Tk | θ, x) is equally
divided among the corresponding paths. This means, for example, that if there
are L1 = Tj ◦Tk and L2 = Tm◦Tk then pL1|θ,x(L1 | θ, x) = pL2|θ,x(L2 | θ, x) =
1
2pTk|θ,x(Tk | θ, x).

With this, pL|θ,x(L | θ, x) is uniquely characterised.

Characterisation of pθ′,x′|θ,x,L(θ′, A | θ, x, L) for each L ∈ Lθθ′

For probability pθ′,x′|θ,x,L(θ′, A | θ, x, L), first notice that both (θ, x) and
(θ′, x′) represent states of the complete SDCPN, while the firing of L changes
the SDCPN only locally. This yields that in general, several tokens stay where
they are when the SDCPN jumps from θ to θ′ while the set L of transitions
fires.

• pθ′,x′|θ,x,L(θ′, A | θ, x, L) = 0 if for all x′ ∈ A, the components of x and x′

that correspond with tokens not moving to another place when transitions
L fire, are unequal.

In all other cases:

• Assume L consists of one transition T that, given θ and x, is enabled and
will fire. Define again cxT as the vector containing the colours of the input
tokens of T ; cxT may not be unique. For each cxT that can be identified,
a sample from FT (·, ·; cxT ) provides a vector e′ that holds a one for each
output arc along which a token is produced and a zero for each output arc
along which no token is produced, and it provides a vector c′ containing
the colours of the tokens produced. These elements together define the size
of the jump of the SDCPN state. This gives:

pθ′,x′|θ,x,L(θ′, A | θ, x, L) =
∑
cxT

∫
(e′,c′)

FT (e′, c′; cxT )× I(θ′,A;e′,c′,cxT ),
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where I(θ′,A;e′,c′,cxT ) is the indicator function for the event that if tokens
corresponding with cxT are removed by T and tokens corresponding with
(e′, c′) are produced, then the resulting SDCPN state is in (θ′, A).

• If L consists of several transitions T1, . . . , Tm that, given θ and x, will all
fire at the same time, then the firing measure FT in the equation above is
replaced by a product of firing measures for transitions T1, . . . , Tm:

pθ′,x′|θ,x,L(θ′, A | θ, x, L) =
∑

cxT1
,...,cxTk

∫
(e′1,c

′
1),...,(e

′
k,c

′
k)

FT1(e
′
1, c

′
1; c

x
T1
)× · · ·×

×FTk(e
′
k, c

′
k; c

x
Tk
)× I(θ′,A;e′1,c

′
1,c

x
T1

,...,e′k,c
′
k,c

x
Tk

),

where I(θ′,A;e′1,c
′
1,c

x
T1

,...,e′k,c
′
k,c

x
Tk

) denotes indicator function for the event
that the combined removal of cxT1

through cxTk by transitions T1 through
Tk, respectively, and the combined production of (e′1, c

′
1) through (e′k, c

′
k)

by transitions T1 through Tk, respectively, leads to a SDCPN state in
(θ′, A).

• If L is of the form L = Tj ◦ Tk, with Tj an immediate transition, then the
result is:

pθ′,x′|θ,x,L(θ′, A | θ, x, L) =
∑
cxTk

∫
(e′j ,c

′
j ,cj ,e

′
k,c

′
k)

FTj (e
′
j , c
′
j ; cj)×FTk(e

′
k, c

′
k; c

x
Tk
)×

×I(θ′,A;e′j ,c
′
j ,e

′
k,c

′
k,c

x
T ),

where I(θ′,A;e′j ,c
′
j ,e

′
k,c

′
k,c

x
T ) denotes indicator function for the event that the

removal of cxTk and the production of (e′k, c
′
k) by transition Tk leads to Tj

having a vector of colours of input tokens cj and the subsequent removal
of cj and the production of (e′j , c

′
j) by transition Tj leads to a SDCPN

state in (θ′, A).
• In cases like L = Tm ◦ Tj ◦ Tk, with Tj and Tm immediate transitions, the

firing functions of this sequence of transitions are multiplied in a similar
way as above.

With this, probability measure Q of the constructed GSHP is uniquely
characterised in terms of SDCPN elements.





Communicating Piecewise Deterministic
Markov Processes

Stefan Strubbe1 and Arjan van der Schaft1

Department of Applied Mathematics, University of Twente
P.O. Box 217, 7500 AE Enschede, The Netherlands,
s.n.strubbe@math.utwente.nl, a.j.vanderschaft@math.utwente.nl

Summary. In this chapter we introduce the automata framework CPDP, which
stands for Communicating Piecewise Deterministic Markov Processes. CPDP is de-
veloped for compositional modelling and analysis for a class of stochastic hybrid
systems. We define a parallel composition operator, denoted as |PA|, for CPDPs,
which can be used to interconnect component-CPDPs, to form the composite sys-
tem (which consists of all components, interacting with each other). We show that
the result of composing CPDPs with |PA| is again a CPDP (i.e., the class of CPDPs
is closed under |PA|). Under certain conditions, the evolution of the state of a CPDP
can be modelled as a stochastic process. We show that for these CPDPs, this sto-
chastic process can always be modelled as a PDP (Piecewise Deterministic Markov
Process) and we present an algorithm that finds the corresponding PDP of a CPDP.
After that, we present an extended CPDP framework called value-passing CPDP.
This framework provides richer interaction possibilities, where components can com-
municate information about their continuous states to each other. We give an Air
Traffic Management example, modelled as a value-passing CPDP and we show that
according to the algorithm, this CPDP behavior can be modelled as a PDP. Finally,
we define bisimulation relations for CPDPs. We prove that bisimilar CPDPs exhibit
equal stochastic behavior. Bisimulation can be used as a state reduction technique by
substituting a CPDP (or a CPDP component) by a bisimulation-equivalent CPDP
(or CPDP component) with a smaller state space. This can be done because we
know that such a substitution will not change the stochastic behavior.

1 Introduction

Many real-life systems nowadays are complex hybrid systems. They consist
of multiple components ’running’ simultaneously, having both continuous and
discrete dynamics and interacting with each other. Also, many of these sys-
tems have a stochastic nature. An interesting class of stochastic hybrid sys-
tems is formed by the Piecewise Deterministic Markov Processes (PDPs),
which were introduced in 1984 by Davis (see [3, 4]). Motivation for consid-
ering PDP systems is two-fold. First, almost all stochastic hybrid processes
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that do not include diffusions can be modelled as a PDP, and second, PDP
processes have nice properties (such as the strong Markov property) when it
comes to stochastic analysis. (In [4] powerful analysis techniques for PDPs
have been developed). However, PDPs cannot communicate or interact with
other PDPs. In order to let PDPs communicate and interact with other PDP’s
the aim of this paper is to develop a way of opening the structure of PDPs
accordingly to this purpose.

In this chapter we present a theory of the automata framework Communi-
cating Piecewise Deterministic Markov Processes (CPDPs, introduced in [12]).
A CPDP automaton can be seen as a PDP type process enhanced with in-
teraction/communication possibilities (see [14] for the relation between PDPs
and CPDPs). Also, CPDPs can be seen as a generalization of Interactive
Markov Chains (IMCs, see [8]). To show the relation of CPDP with IMC, we
describe in Section 2 how the CPDP model originated from the IMC model.
This section ends with a formal definition of the CPDP model.

CPDPs are designed for communication/interaction with other CPDPs.
In Section 3 we describe how CPDPs can be interconnected by using so called
parallel composition operators. The use of these parallel composition opera-
tors is very common in the field of process algebra (see for example [11] and
[9]). We make use of the active/passive composition operators from [13]. We
show how composition of CPDPs originates from composition of IMCs. We
state the result that the result of composing two CPDPs is again a member of
the class of CPDPs. This means that the behavior of two (or more) simultane-
ously evolving CPDPs, which communicate with each other, can be expressed
as a single CPDP. In this way, a complex CPDP can be modelled in a com-
positional way by modelling its components (as CPDPs) and by selecting the
right composition operators to interconnect the component-CPDPs.

Section 4 concerns the relation between CPDPs and PDPs. A PDP is a
stochastic process. The behavior of a CPDP can in general not be described
by a stochastic process because 1. a CPDP can have multiple hybrid jumps
(i.e. the hybrid state discontinuously jumps to another hybrid state) at the
same time instant and 2. a CPDP can have nondeterminism, which means
that certain choices that influence the state evolution are unmodelled instead
of probabilistic as in PDPs. In order to guarantee that the state evolution of a
CPDP can be modelled by a stochastic process (and can then be stochastically
analyzed), we introduce the concept of scheduler. A scheduler can be seen as
a supervisor, which makes probabilistic choices to resolve non-determinism
of the CPDP). Then we give an algorithm to check whether a CPDP with
scheduler can be converted into a CPDP (with scheduler) that has only one
hybrid jump per time instant (i.e. hybrid jumps of multiplicity greater than
one are converted to hybrid jumps of multiplicity one). Finally we show that
the evolution of the state of a CPDP with scheduler, whose hybrid jumps all
have multiplicity one, can be modelled as a PDP. The contents of this section
are based on [5]).
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In Section 5, we enrich the communication mechanism of CPDPs with
so called value passing. With this notion of value passing, a CPDP can re-
ceive information about the output variables of other CPDPs. The enriched
framework is called value-passing CPDPs. Value-passing is a concept that is
successfully used for several process algebra models (see for example [1] and
[9] for application of value-passing to the specification language LOTOS).
In Section 6 we give an ATM (Air Traffic Management) example of a value
passing CPDP. We also apply the algorithm of Section 4 to show that this
value-passing CPDP can be converted to a PDP. The ATM-example was first
modelled as a Dynamically Coloured Petri Net (DCPN) (see the chapter at
pp. 331–356 of this book). DCPN is a Petri net formalism, which has also been
designed for compositional specification of PDP-type systems (see [6] and [7]
for the DCPN model).

Section 7 is about compositional state reduction by bisimulation. Bisim-
ulation, which we define for CPDP in this section, is a notion of external
equivalence. This means that two bisimilar CPDPs cannot be discriminated
by an external agent that observes the values of the output variables of the
CPDP and interacts with the CPDP. The bisimulation notion that we use is a
probabilistic bisimulation (see [10] and [2] for probabilistic bisimulation in the
contexts of probabilistic transition systems and probabilistic timed automata).
The main result in this section is the bisimulation-substitution-theorem which
states that replacing a component of a complex CPDP by another bisimilar
component does not change the complex system (up to bisimilarity). In this
way we can perform compositional state reduction by reducing the state space
of the individual components (via bisimulation). The contents of this section
are based on [15]).

The chapter ends in Section 8 with conclusions and a small discussion
on compositional modelling and analysis in the context of stochastic hybrid
systems.

2 The CPDP model

In this section we describe how the CPDP model originates from the IMC
model. We start with describing the IMC model.

2.1 Interactive Markov Chains

An IMC (Interactive Markov Chain) is a quadruple (L,Σ,A,S), where L is
the set of locations (or discrete states), Σ is the set of actions (or events), A
is the set of interactive transitions and consists of triples (l, a, l′) with l, l′ ∈ L
and a ∈ Σ, and S is the set of Markovian (or spontaneous) transitions and
consists of triples (l, λ, l′) with l, l′ ∈ L and λ ∈ IR+.

In Figure 1 we see an IMC with two locations, l1 and l2, with two inter-
active transitions (pictured as solid arrows) labelled with event a and with
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Fig. 1. Interactive Markov Chain

two Markovian transitions (pictured as solid arrows with a little box) labelled
with rates λ and µ.

The semantics of the IMC of Figure 1 is as follows: suppose that l1 in
Figure 1 is the initial location (at time t = 0). Two things can happen: either
the interactive transition labelled a from l1 to l2 is taken, or the interactive
transition labelled a from l1 to itself is taken. Note that the choice between
these two transitions is not modelled in the IMC, is not determined by the
IMC, therefore non-determinism is present at this point (later we will call this
form internal non-determinism). Also the time when one of the a-transitions
is taken is not modelled (and is therefore left non-deterministic). Suppose that
at some time t1 the a-transition to l2 is taken. Then at the same time t1 the
process arrives in l2 (i.e. transitions do not consume time). In l2 there are two
possibilities: either the Markovian transition from l2 to l1 with rate λ is taken
or the Markovian transition from l2 to itself with rate µ is taken. In this case
neither the choice between these two transitions nor the time of the transition
is non-deterministic. The choice and the time are determined probabilistically
by a race of Poisson processes: as soon as the process arrives in l2, two Poisson
processes are started with constant rates λ and µ. The process that generates
the first point then determines the time and the transition to be taken. Recall
that the probability density function of the time of the first point generated
by a Poisson process with constant rate λ is equal to λe−λt. Suppose that the
Poisson process of the λ-transition generates a point after one second and that
the Poisson process of the µ-transition generates a point after two seconds,
then at time t = t1+1 the λ transition is taken which brings the process back
to l1.

2.2 From IMC to CPDP

The first step we could take for transforming the IMC model into the CPDP
model is assigning continuous dynamics to the locations. If, in Figure 1, we
assign the input/output system ẋ = f1(x),y = g1(x), with x and y taking
value in IR and f1 and g1 continuous mappings from IR to IR, to l1 and we
assign ẋ = f2(x),y = g2(x) (with x and y of the same dimensions as x and y
of l1) to l2, then the resulting process can be pictured as in Figure 2

Suppose that the input/output systems of l1 and l2 have given initial states
x1 and x2 respectively. Then the semantics of the process of Figure 2 would
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Fig. 2. Interactive Markov Chain enriched with continuous dynamics

be the same as the process of Figure 1, except that when the process is in
l1, then there are continuous variables x and y evolving according to f1 and
g1 and when the process jumps to l2, variable x is reset to x2 (the initial
continuous state of l2) and x and y will then evolve according to f2 and g2.

So far, there is little interaction between the discrete dynamics (i.e. the
transitions) and the continuous dynamics (i.e. the input/output systems).
The transitions are executed independently of the (values of the) continuous
variables. The evolution of the continuous variables depends on the transitions
as far as it concerns the reset: after every transition, the state variable x is
reset to a given value.

In the field of Hybrid Systems, the systems that are studied typically do
have (much) interaction between the discrete and the continuous dynamics.
In the next step towards the CPDP model, we add some of these interaction
possibilities to the model of Figure 2: we add guards, we add reset maps and
we allow that the (Poisson) rate of Markovian transitions depends on the value
of the continuous variables (and might therefore be non-constant in time).
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Fig. 3. Interactive Markov Chain enriched with continuous dynamics and dis-
crete/continuous interaction

Guards

We add a guard to each interactive transition. In Figure 3, G1 and G2 are
the guards. We define a guard of a transition α as a subset of the continuous
state space of the origin location of α. In Figure 3 the origin location of the
a-transition from l1 to l2, is l1 and therefore G1 is a subset of IR, which is
the state space of x at location l1. The meaning of guard G1 is that the a-
transition to l2 may not be executed when the value of x (at location l1) does



78 Stefan Strubbe and Arjan van der Schaft

not lie in G1 and it may be executed when x ∈ G1. Via the guards, interactive
transitions depend on the continuous variables.

Reset maps

We add reset maps to each interactive and each Markovian transition. A reset
map of a transition α probabilistically resets the value of the state of the target
location of α, at the moment that α is executed. Therefore, a reset map is a
probability measure on the state space of the target location. We also allow
to have different (reset) probability measures for different values of the state
variables just before the transition is taken. Suppose that the a-transition to
l2 is taken at the moment that the variable x (at l1) equals x̂. Then R1(x̂) is
a probability measure that chooses the new value of x at l2.

Poisson jump rates

We let Poisson jump rates of a Markovian transition depend (continuously)
on the state value of the origin location. In Figure 3, λ, whose transition has
origin location l2, is thus a function from IR (the state space of l2) to IR.
If λ(x̂1) > λ(x̂2), then this can be interpreted as: the probability that the
Poisson process (corresponding to λ) generates a point within a small time
interval when x = x̂1 is bigger than the probability of the generation of a
point within the same small time interval when x = x̂2. Suppose that (for
example after the a-transition from l1) x in l2 is at time t1 reset to x̂. Let
x(t) (with x(t1) := x̂) be the value of variable x at time t when x evolves
along the vectorfield f2. Then, the probability density function of the time of
the first point generated by the Poisson process with rate λ(x(t)) is equal to
λ(x(t))e−

t
0 λ(x(s))ds.

2.3 Interaction between concurrent processes

The generality of the model of Figure 3 is in fact the generality that we want
as far as it concerns the modelling of non-composite systems (i.e. systems
that consist of only one component). However, the main aim of the mod-
elling framework that we develop, is compositional modelling. A framework
is suitable for compositional modelling if it is possible to model each com-
ponent of the (composite) system separately and interconnect these separate
component-models such that the result describes the behavior of the com-
posite system. With components of a system we mean parts of the system
that are running/working simultaneously. For example an Air Traffic Man-
agement system that includes multiple (flying) aircraft, where each aircraft
forms one subsystem, consists (partly) of subsystems (or components) that
’run’ simultaneously. In many composite systems, the components are not
independent of each another, but are able to interact with each other and
consequently to influence each other. In an ATM system, one aircraft might
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send a message (via radio) to another aircraft, which might change the course
of the aircraft that receives the message. This is a broadcasting kind of inter-
action/communication, where there is a clear distinction between the active
partner (the one that sends the message) and the passive partner (the one
that receives the message). We want to add the possibility of broadcasting
communication to the model of Figure 3. In order to do so, we add another
type of transition to the model called passive transitions. This addition brings
us to the class of CPDPs (Communicating Piecewise Deterministic Markov
Processes), which will be formally defined after the next paragraph.
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Fig. 4. Two CPDP automata. CPDP Y has a passive transition with label ā.

In Figure 4 we see two CPDPs. CPDP X is the one from Figure 3 and
does not have passive transitions. CPDP Y has a passive transition from l̂1
to l̂2 and has a spontaneous transition from l̂2 to l̂1. The passive transition
is pictured as a solid arrow, the bar on top of the event label (ā in Figure 4)
denotes that the event is a passive event and that the transition is therefore a
passive transition. The passive transition with event ā reflects that the mes-
sage a is received. A message a can only be received if some other CPDP has
broadcast a message a. Now we can interpret the label a above an interactive
transition as: if this transition is executed, the message a is broadcast. We
assume that broadcasting and receiving of a message happens instantly (i.e.
does not consume time).

For CPDPs, we use the term active transition instead of the IMC term
interactive transition to stress the distinction between activeness and pas-
siveness of transitions. The CPDP terminology for Markovian transition is
spontaneous transition.
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2.4 Definition of CPDP

We now give the formal definition of CPDP as an automaton.

Definition 1. A CPDP is a tuple (L, V, ν,W, ω, F,G,Σ,A,P,S), where
• L is a set of locations
• V is a set of state variables. With d(v) for v ∈ V we denote the dimension

of variable v. v ∈ V takes its values in IRd(v).
• W is a set of output variables. With d(w) for w ∈ W we denote the

dimension of variable w. w ∈W takes its values in IRd(w).
• ν : L → 2V maps each location to a subset of V , which is the set of state

variables of the corresponding location.
• ω : L→ 2W maps each location to a subset of W , which is the set of output

variables of the corresponding location.
• F assigns to each location l and each v ∈ ν(l) a mapping from IRd(v) to

IRd(v), i.e. F (l, v) : IRd(v) → IRd(v). F (l, v) is the vector field that deter-
mines the evolution of v for location l (i.e. v̇ = F (l, v) for location l).

• G assigns to each location l and each w ∈ ω(l) a mapping from
IRd(v1)+···+d(vm) to IRd(w), where v1 till vm are the state variables of lo-
cation l. G(l, w) determines the output equation of w for location l (i.e.
w = G(l, w)).

• Σ is the set of communication labels. Σ̄ denotes the ’passive’ mirror of Σ
and is defined as Σ̄ = {ā|a ∈ Σ}.

• A is a finite set of active transitions and consists of five-tuples (l, a, l′, G,R),
denoting a transition from location l ∈ L to location l′ ∈ L with commu-
nication label a ∈ Σ, guard G and reset map R. G is a closed subset of
the state space of l. The reset map R assigns to each point in G for each
variable v ∈ ν(l′) a probability measure on the state space (and its Borel
sets) of v for location l′.

• P is a finite set of passive transitions of the form (l, ā, l′, R). R is defined
on the state space of l (as the R of an active transition is defined on the
guard space).

• S is a finite set of spontaneous transitions and consists of four-tuples
(l, λ, l′, R), denoting a transition from location l ∈ L to location l′ ∈ L
with jump-rate λ and reset map R. The jump rate λ (i.e. the Poisson rate
of the Poisson process of the spontaneous transition) is a mapping from
the state space of l to IR+. R is defined on the state space of l as it is done
for passive transitions.

Example 1. CPDP X of Figure 4 is defined as:
(LX , VX , νX ,WX , ωX , FX , GX , Σ,AX ,PX ,SX) with LX = {l1, l2}, VX =

{x}, νX(l1) = νX(l2) = {x}, WX = {y}, ωX(l1) = ωX(l2) = {y},
FX(l1, x) = f1(x) and FX(l2, x) = f2(x), GX(l1, x) = g1(x) and GX(l2, x) =
g2(x), Σ = {a}, AX = {(l1, a, l2, G1, R1), (l1, a, l1, G2, R2)},PX = ∅, SX =
{(l2, λ, l1, R3), (l2, µ, l2, R4)}. CPDP Y of Figure 4 is defined as:
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(LY , VY , νY ,WY , ωY , FY , GY , Σ,AY ,PY ,SY ) with LY = {l̂1, l̂2}, VY =
{x̂}, νY (l̂1) = νY (l̂2) = {x̂}, WY = {ŷ}, ωY (l̂1) = ωY (l̂2) = {ŷ}, FY (l̂1, x̂) =
f̂1(x̂) and FY (l̂2, x̂) = f̂2(x̂), GY (l̂1, x̂) = ĝ1(x̂) and GY (l̂2, x̂) = ĝ2(x̂), Σ =
{a}, AY = ∅,PY = {(l̂1, ā, l̂2, R5)}, SY = {(l̂2, κ, l̂1, R6)}.

For a CPDP X with v ∈ VX , where VX is the set of state variables of X, we
call IRd(v) the state space of state variable v. We call {(v = r)|r ∈ IRd(v)} the
valuation space of v and each (v = r) for r ∈ IRd(v) is called a valuation. We
call {(v1 = r1, v2 = r2, · · · , vm = rm)|ri ∈ IRd(vi)}, where v1 till vm are the
variables from ν(l), the valuation space or state space of location l and each
(v1 = r1, · · · , vm = rm) is called a valuation or state of l. A valuation (state)
is an unordered tuple (e.g. (v1 = 0, v2 = 1) is the same valuation as (v2 =
1, v1 = 0)). We denote the valuation space of l by val(l). We call {(l, x)|l ∈
L, x ∈ val(l)} the state space of a CPDP with location set L and valuation
spaces val(l). Each state of a CPDP consists of a location (which comes from
a discrete set) and a valuation (which comes from a continuum), therefore
we call the state (state space) of a CPDP also hybrid state (hybrid state
space). The state space of a location l with ν(l) = {v1, · · · , vm} can be seen
as IRd(v1)+···+d(vm), because the state space is (topologically) homeomorphic
to IRd(v1)+···+d(vm) with homeomorphism πl : val(l) → IRd(v1)+···+d(vm) with
πl((v1 = r1, · · · , vm = rm)) = (r1, · · · , rm). We use unordered tuples for the
valuations (states) because this will turn out to be helpful for the composition
operation and for some other definitions and proofs.

3 Composition of CPDPs

In the process algebra and concurrent processes literature it is common to
define a parallel composition operator , normally denoted by ||. || has as its
arguments two processes, say X and Y , of a certain class of processes. The
result of the composition operation, denoted by X||Y , is again a process that
falls within the same class of processes (i.e. the specific class of processes is
closed under ||). The main idea of using this kind of composition operator is
that the process X||Y describes the behavior of the composite system that
consists of components X and Y (which might interact with each other).

3.1 Composition for IMCs

The interaction-mechanism used for IMCs (see [8]) is not broadcasting in-
teraction but is interaction via shared events. This means that if X and Y
are two interacting IMCs and a is (by definition) a shared event, then an
interactive a-transition of X can only be executed when at the same time an
a-transition of Y is executed (and vice versa). In other words, an a-transition
of X has to synchronize with an a transition of Y (and vice versa). Markovian



82 Stefan Strubbe and Arjan van der Schaft

transitions, and interactive transitions with labels that are (by definition) not
shared events, can be executed independently of the other component. This
notion of interaction for IMC is formalized by a parallel composition operator.
If we define A as the set of shared events and we denote the corresponding
IMC composition operator by ||A, then ||A is defined as follows:

Definition 2. Let X = (LX , Σ,AX ,SX) and Y = (LY , Σ,AY ,SY ) be two
IMCs, having the same set of events. Let A ⊂ Σ be the set of shared events.
Then X||AY is the IMC (L,Σ,A,S), where L := {l1||Al2 | l1 ∈ LX , l2 ∈ LY }
and where A and S are the smallest sets that satisfy the following (structural
operational) composition rules:

1.
l1

a−→ l′1, l2
a−→ l′2

l1||Al2 a−→ l′1||Al′2
(a ∈ A), (1)

2a.
l1

a−→ l′1
l1||Al2 a−→ l′1||Al2

(a �∈ A), 2b.
l2

a−→ l′2
l1||Al2 a−→ l1||Al′2

(a �∈ A), (2)

3a.
l1

λ−→ l′1
l1||Al2 λ−→ l′1||Al2

, 3b.
l2

λ−→ l′2
l1||Al2 λ−→ l1||Al′2

. (3)

Here, l1
a−→ l′1 means (l1, a, l′1) ∈ AX , l2

a−→ l′2 means (l2, a, l′2) ∈ AY ,
l1

λ−→ l′1 means (l1, λ, l′1) ∈ SX , l2
λ−→ l′2 means (l2, λ, l′2) ∈ SY , l1||l2 a−→

l′1||l′2 means (l1||l2, a, l′1||l′2) ∈ A, l1||l2 λ−→ l′1||l2 means (l1||l2, λ, l′1||l2) ∈ S,
etc. Furthermore, B

C (A) should be read as ”If A and B, then C”, and B1,B2
C (A)

should be read as: if A and B1 and B2, then C.
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Fig. 5. Composition of two IMCs

In Figure 5, we see on the left two IMCs, X and Y , and we see on the
right the IMC X||Y , where || is used as shorthand notation for ||{a}. We now
check that indeed X||Y expresses the combined behavior of IMCs X and Y
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interacting on shared event a: suppose that X and Y initially start in loca-
tions l1 and l̂1 respectively. In X||Y , this joint initial location is represented
by the location named l1||l̂1. For a transition to be executed, there are two
possibilities: 1. X takes the a transition to l1 while Y at the same time takes
the a-transition to l̂2, 2. X takes the a transition to l2 while Y at the same
time takes the a-transition to l̂2. Note that, since a is a shared event, it is
not possible that X takes an a-transition, while Y idles (i.e. stays in location
l̂1). Case 1 and 2 are in X||Y represented by the a-transitions to locations
l1||l̂2 and l2||l̂2 respectively. Note that in cases 1 and 2 one a-transition in
X||Y reflect two combined (or synchronized) transitions, one in X and one
in Y . If case 2 is executed, then right after the synchronized a-transitions (of
X and Y ) three Poisson processes are started. Two from X (with parameters
λ and µ) and one from Y (with parameter κ). In X||Y this is reflected by
the three Markovian transitions at location l2||l̂2. Suppose that the λ-process
generates the first jump. Then X jumps to location l1 and Y stays in loca-
tion l̂2, waiting for the κ-process to generate a jump to location l̂1. In X||Y
this is reflected by taking the λ-transition to location l1||l̂2. Then in location
l1||l̂2 again a Poisson process with parameter κ is started. One could question
whether this correctly reflects the behavior of the composite system, because
when X jumps to l1, Y stays in l̂2 and the κ-Poisson process keeps running
and is not started again as happens in location l1||l̂2. That indeed starting
the κ-process again reflects correctly the composite behavior is due to the fact
that the exponential probability distribution (of the Poisson process) is mem-
oryless, which means that, if Rκ denotes a random variable with exponential
distribution function −eκt, then

Pr(Rκ > t̂+ t|Rκ > t̂) = Pr(Rκ > t),

where Pr(A|B) denotes the conditional probability of A given B. We know
that when X takes the λ-transition after having spent t̂ time units in location
l2, then the κ-process did not generate a jump before t̂ time units, i.e. Rκ > t̂.
Therefore it is correct to start the κ process again in location l1||l̂2. (We will
see that the situation for composition of CPDPs will be similar when it comes
to restarting Poisson processes after an executed transition). The reader can
check that the part of X||Y we did not explain here also correctly reflects the
composite behavior of X and Y .

3.2 Composition of CPDPs

We have distinguished two kinds of communication: communication via shared
events and communication via active/passive events. For CPDP we want to
allow both types of interaction. Some interactions of communicating systems
can better be modelled through shared events and some interactions can better
be modelled through active/passive events. We refer to [13] for a discussion
on this issue. This means that also for two interacting CPDPs, we use a set
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A (which is a subset of the set of active events Σ) which contains the events
that are used as shared events. Then the active events not in A together
with the passive events (i.e. the ones in Σ̄) can be used for active/passive
communication. In Figure 6 we see the CPDP X||Y , with || shorthand for ||∅
(i.e. we choose to have no shared events for this composition), which reflects
the composite behavior of X and Y of Figure 4.
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Fig. 6. Composition of two CPDPs (Most guards and reset maps are not drawn)

The communication, reflected by CPDP X||Y of Figure 6, is only through
active/passive events (and not through shared events). We will now argue
that X||Y of Figure 6 indeed reflects the composite behavior of X and Y
interacting via active a and passive ā events and should therefore be the
result of composing X with Y for A = ∅: suppose X and Y initially start
in l1 and l̂1 respectively, which is reflected by location l1||l̂1 of X||Y . Note
that l1||l̂1 contains the continuous dynamics of both l1 and l̂1. One possibility
is that X executes the a-transition to l2. Since a is an active event and is
not a shared event, X can execute this transition independently of Y . By
executing this transition, the message a is send by X. Y has a ā-transition
at location l̂1, which means that at l̂1, Y is able to receive the message a.
This means that when x executes the a-transition to l2, Y receives the signal
a and synchronizes its ā transition on the a-transition of X. In Figure 6 this
synchronized transition is reflected by the a-transition from l1||l̂1 to l2||l̂2.
This transition broadcasts signal a which reflects the broadcasting of a by X.
l1||l̂1

a,G,R−→ l2||l̂2 (i.e. the a-transition from l1||l̂1 to l2||l̂2) can be executed when
x ∈ G1, with G1 from Figure 4. There is no condition for x̂ (i.e. the passive
transition can always be taken as soon as an active a-message is broadcast).
Therefore G should be equal to G1 × IRd(x̂). The reset map R should reset x
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via R1 (of Figure 4) and should reset x̂ via R6 (of Figure 4). The probability
measures of R1 and R6 are independent therefore we can use the product
probability measure for R(x, x̂) = R1(x)×R6(x̂), where x and x̂ are elements
from the state spaces of l1 and l̂1 respectively.

We discuss a few more transitions of X||Y :

• l1||l̂2
a,G̃,R̃−→ l2||l̂2: this transition reflects that X executes the active a-

transition to l2 while Y does not receive the a-message because Y has
no ā-transition at location l̂2. Again G̃ should be equal to G1 × IRd(x̂). R̃
should reset x according to R1 and should leave x̂ unaltered. Therefore
R̃(x, x̂) = R1(x) × Idx̂, where Idx̂ is the identity probability measure for
which the set {x̂} has probability one (i.e. the probability that x̂ stays
unaltered after the reset is one).

• l1||l̂2 a−→ l1||l̂2: this transition reflects that X executes l1
a,G2,R2−→ l1 while

Y receives no message a. (We do not specify guard and reset map of this
transition here).

• l2||l̂2
λ,R̃′
−→ l1||l̂2 (reset map R̃′ is not drawn in Figure 6): this transition

reflects that X executes the spontaneous λ-transition from l2 to l1, while
Y stays unaltered. R̃′(x, x̂) should be equal to R3(x)× Idx̂, with R3 from
Figure 4. Here we have a similar situation as with IMC: after this λ-
transition, the κ-process of Y is restarted. As for the IMC case, this is
correct because the Poisson process is memoryless. Note that the random
variable that belongs to this CPDP κ-process depends on the state where
the κ-process is started: if at t0 the κ-process is activated at state x(t0)
(i.e. a hybrid jump to state x(t0) took place at time t0), then the random
variable Rκ(x(t0)), which denotes the amount of time t after t0 until κ
generates a jump, given that κ is activated at x(t0), has probability density
function κ(x(t0+ t))e−

t
0 λ(x(t0+s))ds, which is different for different values

of t0. For this situation we get

Pr(Rκ(x(t0)) > t̂+ t|Rκ(x(t0)) > t̂) = Pr(Rκ(x(t0 + t̂)) > t),

from which we see that it is correct to (re)activate the κ-process after the
transition at state x(t0 + t̂) when it is given that the κ-process that was
activated at state x(t0) did not generate a jump within t̂ time units.

• l1||l̂1 ā−→ l1||l̂2: this transition reflects that Y can also receive a-messages
that are not broadcast by X but by some other component Z that we
might want to add to the composition X||Y . (Then we get the composite
model (X||Y )||Z).
Because from Figures 4 and 6 we now have an understanding how a CPDP

composition operator || should map two CPDPs (X and Y ) to a new CPDP
(X||Y ), we are ready to formalize the composition operation. We give a de-
finition of the operator denoted by |PA|, where A is the set of shared active
events and P is the set of shared passive events. So far we did not see the
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distinction between shared and non-shared passive events. This distinction is
only useful when there are more than two components involved. Suppose we
have a composite system with three components. Component one has an ac-
tive transition with label a and can therefore potentially send the message a.
Components two and three both have passive transitions with label ā, there-
fore they both can potentially receive the message a. Now, if ā is a shared
event of components two and three, then it is possible that both can at the
same time receive the signal a of component one (which results into three
synchronizing transitions, one active and two passive transitions). If ā is not
a shared event of components two and three, then this means that only one of
the components two and three may receive the signal a of component one (i.e.
it is not allowed that the three transitions synchronize, only synchronization
of one active with one passive transition is allowed). For a discussion on the
use of this distinction between shared and non-shared passive events, we refer
to [13]. Before we give the definition of composition of CPDPs, we first look
at the composition rules (i.e. the operational semantics) of the operator |PA|.

Suppose we have two CPDPs, X and Y , which interact under the set of
shared active events A and the set of shared passive events P . If a ∈ A, then an
a-transition in X can be executed only when at the same time an a-transition
in Y can be executed. This is expressed by the following composition rule,
which is the analogy of the IMC composition rule 1 in (1).

r1.
l1

a,G1,R1−→ l′1, l2
a,G2,R2−→ l′2

l1|PA|l2
a,G1×G2,R1×R2−→ l′1|PA|l′2

(a ∈ A).

The synchronized transition, in the CPDP X|PA|Y , has guard G1×G2, which
expresses that if one of the two guards G1 and G2 is not satisfied, then the
synchronized transition can not be executed. The reset map is constructed via
the product probability measures R1 ×R2, which expresses that R1 indepen-
dently resets the state variables of l′1 of X and R2 independently resets the
state variables of l′2 of Y .

If a �∈ A, then active a-transitions can be executed independently and
passive ā-transitions can synchronize on a-transitions of other components.
This is expressed by the following composition rule.

r2.
l1

a,G1,R1−→ l′1, l2
ā,R2−→ l′2

l1|PA|l2
a,G1×val(l2),R1×R2−→ l′1|PA|l′2

(a �∈ A).

The guard of the synchronized transition equals G1×val(l2), where val(l2)
denotes the state space of location l2. This expresses that there is no guard
condition on the passive transition (i.e. it may always synchronize when an
active a-partner is available). We also need the mirror rule r2′:

r2′.
l1

ā,R1−→ l′1, l2
a,G2,R2−→ l′2

l1|PA|l2
a,val(l1)×G2,R1×R2−→ l′1|PA|l′2

(a �∈ A).
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If a �∈ A, then an a-transition can be executed also when there is no passive
ā-transition available in the other component (A signal can be broadcast also
when there is no receiver to receive the message). This is expressed by the
following rule r3 and its mirror r3′ which we will not explicitly state. The
IMC analogy are rules 2a and 2b in (2).

r3.
l1

a,G1,R1−→ l′1, l2 �
ā−→

l1|PA|l2
a,G1×val(l2),R1×Id−→ l′1|PA|l2

(a �∈ A).

Here Id is the identity probability measure, which does not change the state
value of l2 with probability one.

The following three rules r4,r5 and r6 concern the passive transitions
of X|PA|Y . A passive ā-transition of X|PA|Y reflects that either X or Y can
receive an a-message from a component Z that we might want to add to the
composition. If ā ∈ P and X can execute a ā-transition from location l1 and
Y can execute a ā-transition from location l2. Then if X is in l1 and Y is in
l2 and an a-message is broadcast (by the other component Z), then the two
passive transitions will be executed at the same time (of the a-message) and
will therefore synchronize. This is expressed by the following rule.

r5.
l1

ā,R1−→ l′1, l2
ā,R2−→ l′2

l1|PA|l2
ā,R1×R2−→ l′1|PA|l′2

(ā ∈ P ).

If ā ∈ P , but only one component has a ā-transition to receive the mes-
sage a from Z, then this component will receive the message while the other
component stays unchanged. This is expressed by the following rule r6 (and
its mirror r6′ which we do not explicitly state here).

r6.
l1

ā,R1−→ l′1, l2 �
ā−→

l1|PA|l2
ā,R1×Id−→ l′1|PA|l2

(ā ∈ P )

If ā �∈ P , then two passive ā-transitions cannot synchronize because only
one is allowed to receive the message a from Z. Therefore these passive ā-
transitions of X and Y remain in the composition (to potentially receive an
a-message from Z) but will not synchronize. This is expressed by the following
rules r4 and r4′.

r4.
l1

ā,R1−→ l′1

l1|PA|l2
ā,R1×Id−→ l′1|PA|l2

(ā �∈ P ), r4′.
l2

ā,R2−→ l′2

l1|PA|l2
ā,Id×R2−→ l1|PA|l′2

(ā �∈ P )

Finally we need one more composition rule r7 (and its mirror r7′) to
express that spontaneous transitions of X and Y remain in the composition
X|PA|Y (as we have seen in the discussion on Figure 6). The IMC analogy of
these rules are rules 3a and 3b in (3).
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r7.
l1

λ1,R1−→ l′1

l1|PA|l2
λ̂1,R1×Id−→ l′1|PA|l2

, r7′.
l2

λ2,R2−→ l′2

l1|PA|l2
λ̂2,Id×R2−→ l1|PA|l′2

.

Here λ̂1 and λ̂2 are defined on the combined state space of locations l1 and
l2 and equal λ̂1(x1, x2) = λ1(x1) and λ̂2(x1, x2) = λ2(x2), where x1 and x2

are states of l1 and l2 respectively.

Definition 3. If X = (LX , VX , νX ,WX , ωX , FX , GX , Σ,AX ,PX ,SX) and
Y = (LY , VY , νY ,WY , ωY , FY , GY , Σ,AY ,PY ,SY ) are two CPDPs that have
the same set of events Σ and if we have VX ∩ VY = WX ∩ WY = ∅, then
X|PA|Y is defined as the CPDP (L, V, ν,W, ω, F,G,Σ,A,P,S), where
• L = {l1|PA|l2 | l1 ∈ LX , l2 ∈ LY },
• V = VX ∪ VY , W = WX ∪WY ,
• ν(l1|PA|l2) = ν(l1) ∪ ν(l2), ω(l1|PA|l2) = ω(l1) ∪ ω(l2),
• F (l1|PA|l2, v) equals FX(l1, v) if v ∈ νX(l1) and equals FY (l2, v) if v ∈

νY (l2).
• G(l1|PA|l2, w) equals GX(l1, w) if w ∈ ωX(l1) and equals GY (l2, w) if w ∈

ωY (l2).
• A, P and S contain and only contain the transitions that are the result of

applying one of the rules r1,r2,r2’,r3,r3’,r4,r4’,r5,r6,r6’,r7 and r7’, defined
above.

Example 2. It can be checked that, according to Definition 3, CPDP X||Y
from Figure 6 is indeed the resulting CPDP of composing X and Y from
Figure 4 with composition operator |PA|, where A = ∅ and P = Σ̄. Note
that any other P ⊂ Σ̄ would give the same result because X has no passive
transitions and therefore it is not relevant for the composition of X and Y
whether passive transitions synchronize or not (which is determined by P ).

In order to prove that, for certain A and P , the composition operator |PA| is
commutative and associative, we need to introduce an equivalence notion, that
equates CPDPs that are exactly the same except that the locations may have
different names. We call this equivalence notion, in the line of [2], isomorphism
and we define it as follows.

Definition 4. Two CPDPs X = (LX , V, νX ,W, ωX , FX , GX , Σ,AX ,PX ,SX)
and Y = (LY , V, νY ,W, ωY , FY , GY , Σ,AY ,PY ,SY ), with shared V ,W and
Σ, are isomorphic if there exists a bijection π : LX → LY such that, for all
l ∈ LX , νX(l) = νY (π(l)), ωX(l) = ωY (π(l)), FX(l, v) = FY (π(l), v) for all
v ∈ ν(l), GX(l, w) = GY (π(l), w) for all w ∈ ω(l), for any a,ā,λ,l′, G and
R we have that: (l, a, l′, G,R) ∈ AX if and only if (π(l), a, π(l′), G,R) ∈ AY ,
(l, ā, l′, R) ∈ PX if and only if (π(l), ā, π(l′), R) ∈ AY , (l, λ, l′, R) ∈ SX if and
only if (π(l), λ, π(l′), R) ∈ SY .
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We now state a result on the commutativity and associativity of the com-
position operators |PA|. The operator |PA| is called commutative if for all CPDPs
X and Y we have that X|PA|Y is isomorphic to Y |PA|X. The operator |PA| is
called associative if for all CPDPs X,Y and Z we have that (X|PA|Y )|PA|Z is
isomorphic to X|PA|(Y |PA|Z).

Theorem 1. The composition operator |PA| is commutative for all A and P .
|PA| is associative if and only if for all a ∈ Σ we have: if ā �∈ P then a ∈ A.

Proof. The proof of this theorem in the context of active/passive labelled
transition systems can be found on www.cs.utwente.nl/~strubbesn. The proof
can easily be generalized to the context of CPDPs.

If we have n CPDPs Xi (i = 1 · · ·n) with events-set Σ that are composed
via an associative operator |PA|, then the order of composition does not influ-
ence the resulting CPDP and therefore we can writeX1|PA|X2|PA| · · ·Xn−1|PA|Xn

to unambiguously (up to isomorphism) denote the resulting composite CPDP.

4 PDP-semantics of CPDPs

Under certain conditions, the state evolution of a CPDP can be modelled as
a stochastic process. In this section we give the exact conditions under which
this is true. We also prove that the stochastic process may always be chosen
of the PDP-type. In order to achieve this result, we first need to make a
distinction between guarded CPDP states and unguarded CPDP states.

Definition 5. A state (l, x) of a CPDP X is called guarded, if there exists an
active transition with origin location l such that x is an element of the guard
of this transition. A CPDP state is unguarded if it is not guarded.

If we execute a CPDP X from some initial hybrid state (l0, x0) then the
first part of the state trajectory (i.e. the evolution of the state variables in
time) and of the output trajectory (i.e. the evolution of the output variables
in time) is determined by FX and GX respectively. This is the case until the
first transition is executed, which might cause a jump (i.e. discontinuity) in
the state/output trajectories. We choose that at these points of discontinuity,
the state/output trajectories have the cadlag property, which means that at
these points the trajectories are continuous from the right and have limits
from the left. If then at t = t1, X executes a transition which resets the state
to a unguarded state x1, then the value of the state trajectory at t = t1 equals
x1 (and the value of the output trajectory equals the output value of x1). If
the state after reset x1 is guarded, then it is possible that at the same time
t1 from state x1 another active transition is executed. If this transition resets
the state to a unguarded state x′1, then the value of the state trajectory at
t1 equals x′1. If this transition resets the state to an guarded state x′1, then
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another active transition can be executed, etc. We see that the CPDP model
allows multiple transitions at the same time instant.

Formally, let E := {(l, x)|l ∈ LX , x ∈ val(l)} be the state space of CPDP
X, where val(l) denotes the space of all valuations for the state variables of
location l. The trajectories of X are elements of the space DE [0,∞[ which is
the space of right-continuous E-valued functions on IR+ with left-hand limits.
According to [4], a metric can be defined on E such that (E,B(E)), with B(E)
the set of Borel sets of E under this metric, is a Borel space (i.e. a subset of a
complete separable metric space) and each Borel set B is such that for each
l ∈ LX , {x|(l, x) ∈ B} (i.e. the restriction of B to l) is a Borel set of the
Euclidean state space val(l) of location l. Therefore, the concept of continuity
within a location (i.e. for sets {(l, x)|x ∈ val(l)}) coincides with the standard
(Euclidean) concept of continuity.

The CPDP model exhibits non-determinism. This means that at certain
time instants of the execution of a CPDP (from some initial state) choices
have to be made which are neither deterministic (like a differential equation
deterministically determines (a part of) the state trajectory) nor stochas-
tic (i.e. a probability measure can be used to make a probabilistic choice).
These non-deterministic choices are simply unmodelled. We distinguish two
sources of non-determinism for the CPDP: 1. The choice when an active tran-
sition is taken. 2. The choice which active transition is taken. To resolve
non-determinism of type 1, we use, in the line of [8], the maximal progress
strategy, which means that as soon as the state enters a guard area (i.e. at
the first time instant that the state is guarded), an active transition has to be
executed. To resolve non-determinism of type 2, we use a socalled scheduler
S which

1. assigns to each guarded state x a probability measure on the set of all
active transitions that have x as an element of their guard (i.e. the set of
all active transitions that are allowed to be executed from state x) and

2. assigns to each pair (x, ā), with x any state and ā ∈ Σ̄ such that there is
a ā-transition at the location of x, a probability measure on the set of all
ā-transitions at the location of x.

In other words, if an active transition has to be executed from state x, S
probabilistically chooses which active transition is executed and if an active
a triggers a ā-transition, then S probabilistically chooses which ā-transition
is executed.

For identifying the stochastic process of a CPDP, we only look at closed
CPDPs, which are CPDPs that have no passive transitions. Closed CPDPs are
called closed because we assume that they represent the whole system (i.e.
no more other component-CPDPs will be added). Therefore closed CPDPs
should have no passive transitions because passive transitions can only be
executed when another component triggers it (via an active transition). The
order of finding the stochastic behavior of the composite system is therefore:
first compose the different components. Then remove all passive transitions



Communicating Piecewise Deterministic Markov Processes 91

of the resulting CPDP. This results in a closed CPDP where, under maximal
progress and scheduler S, all choices for the execution of the CPDP are made
probabilistically. One could question whether the evolution of the state can, for
closed CPDPs, be modelled as a stochastic process. We can state a condition
on the CPDP under which this is not possible: if with non-zero probability
we can reach an guarded state x where with non-zero probability an infinite
sequence of active transitions can be chosen such that each transition resets
the state within the guard of the next transition, then the trajectory of this
execution deadlocks (i.e. time does not progress anymore after reaching x at
some time t̂ and therefore the trajectory is not defined for time instants after
time t̂). Trajectories of stochastic processes do not deadlock like this, therefore
this state evolution cannot be modelled by a stochastic process.

In order to find the stochastic process of a closed CPDP, we would first like
to state decidable conditions on a CPDP, which guarantee that the probability
that an execution deadlocks (i.e. comes at a point where time does not progress
anymore) is zero.

4.1 The stochastic process of a closed CPDP

Suppose we have a closed CPDP X with location set LX and active transition
set AX . The CPDP operates under maximal progress and under scheduler S.
We write Sx(α) for the probability that active transition α is taken when an
active transition is executed at state x. We assume that the CPDP has no
spontaneous transitions. The case ’with spontaneous transitions’ is treated at
the end of this section.

We call the jump of a CPDP from the current state to another unguarded
state via a sequence of active transitions a hybrid jump. We call the number
of active transitions involved in a hybrid jump the multiplicity of the hybrid
jump. For example, if at state x1 a transition α is taken to x′1, which lies in the
guard of transition β, and immediately transition β is taken to a unguarded
state x′′1 , then this hybrid jump from x1 to x′′1 has multiplicity two.

We need to introduce the concept of total reset map. Rtot(B, x) denotes
the probability of jumping into B ∈ B(E) when an active jump takes place at
state x. We have that

Rtot(B, x) =
∑

α∈Alx→

[Sx(α)Rα(B ∩ val(l′α), x)],

where Alx→ is the set of all active transitions that leave the location of x.
We define the total guard Gtot,l of location l as the union of the guards of
all active transitions with origin location l. It can be seen now that for the
stochastic executions (i.e. generating trajectories during simulation) of X it
is enough to know Rtot and Gtot,l (for all l ∈ LX) instead of AX : a trajectory
that starts in (l0, x0) evolves until it hits Gtot,l0 at some state (l0, x1). From
x1 we determine the target state (l1, x′1) of the (first step of the) hybrid jump
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by drawing a sample from Rtot(·, x1). If x′1 is unguarded, the next piecewise
deterministic part of the trajectory is determined by the differential equations
of the state variables of location l1 until Gtot,l1 is hit. If x′1 is guarded, we
directly draw a new target state (l′1, x

′′
1) from Rtot(·, x′1), etc. Therefore, if

two closed CPDPs that are isomorphic except for the active transition set,
and they have the same total reset map and the same total guards, then the
stochastic behaviors (concerning the state trajectories) of the two CPDPs
are the same and consequently if some stochastic process models the state
evolution of one CPDP, then it also models the state evolution of the other
CPDP.

Finding the stable and unstable parts of an active transition

Take any α ∈ AX . We now show how to split up α in a stable part αs and an
unstable part αu such that the stochastic behavior of X does not change.

We define Gαs as the set of all x ∈ Gα (i.e. all x in the guard of α) such
that Rα(vals(l′α), x) �= 0, where vals(l′α) is the unguarded part of the state
space of the target location of α. Then for all x ∈ Gαs we define

Rαs(B, x) :=
Rα(B ∩ vals(l′α), x)

Rα(vals(l′α), x)
,

Sx(αs) := Sx(α)Rα(vals(l′α), x).

The scheduler works on αs as Sx(αs) (as defined above).
We define Gαu as the set of all x ∈ Gα such that Rα(valu(l′α), x) �= 0. For

all x ∈ Gαu we define

Rαu(B, x) :=
Rα(B ∩ valu(l′α), x)

Rα(valu(l′α), x)
,

Sx(αs) := Sx(α)Rα(valu(l′α), x).

The scheduler works on αu as Sx(αu) (as defined above).
It can be seen that replacing α by αs and αu does not change the total

reset map.

Resolving hybrid jumps of multiplicity greater than one

For any n ∈ IN we will now define Tn
s and Tn

u . T
n
s is a set of stable transi-

tions representing hybrid jumps of multiplicity n and Tn
u is a set of unstable

transitions representing hybrid jumps of multiplicity n. A stable transition
is a transition that always jumps to the unguarded state space of the target
location. An unstable transition always jumps to the guarded state space. A
stable transition is stable in the sense that after the hybrid jump caused by
the transition, no other hybrid jump will happen immediately and therefore
we are sure that a stable transition will not cause an explosion of hybrid jumps
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(i.e. a hybrid jump of multiplicity infinity). An unstable transition does not
need to induce such a blow up of hybrid jumps, but potentially it can.

We define T 1
s as the set of all active transitions αs (with α ∈ AX) such

that Gαs �= ∅ and we define T 1
u as the set of all active transitions αu (with

α ∈ AX) such that Gαu �= ∅.
We introduce the following notations. Px(B◦β◦α) denotes the probability

that, given that an active jump takes place at state x, transition α is executed
followed directly by transition β jumping into the set B ∈ B(val(l′β)). It can
be seen that

Px(B ◦ β ◦ α) = Sx(α)
∫
x̂∈Gβ

Sx̂(β)Rβ(B, x̂)dRα(x̂, x).

We will now inductively determine the sets Tn
s and Tn

u . Suppose the sets
Tn−1
s and Tn−1

u and T 1
s and T 1

u are given. Now, for any α ∈ Tn−1
u , β ∈ T 1

s ∪T 1
u

such that l′α = lβ , we define Gβ◦α as all x ∈ Gα such that Rα(Gβ , x) �= 0.
Then, for all x ∈ Gβ◦α we define

Sx(β ◦ α) := Px(val(l′β) ◦ β ◦ α),

Rβ◦α(B, x) :=
Px(B ◦ β ◦ α)
Sx(β ◦ α)

.

If Gβ◦α �= ∅ and β ∈ T 1
s then we add transition β ◦ α, with guard, reset map

and scheduler as above, to Tn
s . If Gβ◦α �= ∅ and β ∈ T 1

u then we add transition
β ◦ α, with guard, reset map and scheduler as above, to Tn

u .

Finding the PDP that models the state evolution of the CPDP

If we define, for z ∈ {s, u} and B ∈ B(E),

Rn
tot,z(B, x) :=

∑
{α∈Tn

z |lα=lx}
[Sx(α)Rα(B ∩ val(l′α), x)],

with B ∩ val(l′α) sloppy notation for {x|x ∈ val(l′α), (l
′
α, x) ∈ B}, then it can

be seen that for any n ∈ IN we have

Rtot(B, x) =
n∑

i=1

[Ri
tot,s(B, x)] +Rn

u(B, x),

with other words, if Xn is isomorphic to CPDP X, except that the active
transition set of Xn equals T 1

s ∪ T 2
s ∪ · · · ∪ Tn

s ∪ Tn
u (which need not be

isomorphic to AX), then the total reset maps of X and Xn are the same for
all n.

We are now ready to state the theorem which gives necessary and sufficient
conditions on the CPDP such that the state evolution can be modelled by a
stochastic process. Also, the theorem says that if the state evolution can be
modelled by a stochastic process, then it can be modelled by a stochastic
process from the class of PDPs. The proof of the theorem makes use of the
results from [14].
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Theorem 2. Let Xn be derived from X as above. Let Rn
tot,s denote the to-

tal stable reset map of Xn. The state evolution of X can be modelled by a
stochastic process if and only if R(E, x) := limn→∞Rn

tot,s(E, x) = 1 for all
x ∈ Eu, with Eu the guarded part of E. If this condition is satisfied, then the
PDP with the same state space as X, with invariants E0

l = val(l)\Gtot,l and
with transition measure Q(B, x) = R(B, x), models the state evolution of X.

Proof. From the text above and from the results of [14], it is clear that if
R(E, x) = 1 for all x, then the PDP suggested by the theorem models the
state evolution of X. If for some x ∈ E, R(E, x) < 1, then it can be seen
that this must mean that there exists a hybrid jump with multiplicity infinity
such that the probability of this hybrid jump at x is greater than zero. This
means that (from x) there is a deadlock probability (i.e. time does not progress
anymore) greater than zero, which means that the state evolution of X cannot
be modelled by a stochastic process (as we saw before).

Corollary 1. If for some n ∈ N we have that Tn
u = ∅, then the multiplicity

of the hybrid jumps of X is bounded by n and the state of X exhibits a PDP
behavior, with the same PDP as the corresponding PDP of Xn (which can be
constructed according to [14] because all hybrid jumps of Xn have multiplicity
one).

The case including spontaneous transitions

Now we treat the case where there are also spontaneous transitions present.
Let X be a CPDP without passive and spontaneous transitions and let X̂
be an isomorphic copy of X together with a set of spontaneous transitions
SX̂ . Suppose that the multiplicity of the hybrid jumps of X is bounded by n.
Let X̂n be an isomorphic copy of Xn together with the following spontaneous
transitions: for any spontaneous transition (l, λ, l′, R) ∈ SX̂ we add to Ŝ, which
denotes the set of spontaneous transitions of X̂n, the transition (l, λ, L, R̂),
where, for B ∈ B(E), R̂(B, x) :=

R(B ∩ Invs(l′), x) +
∑

{α∈AXn |lα=l}

∫
x̂∈Gα

Sx̂(α)Rα(B ∩ val(l′α))dR(x̂, x).

Note that all transitions from AXn are stable. Also note that (l, λ, L, R̂) is
not a standard CPDP transition, but a transition that represents a Poisson
process in location l with jump-rate λ and with reset map R̂, which can jump
to multiple locations. Therefore we write L instead of l′ in the tuple of the
transition.

It is known that the superposition of two (or more) Poisson processes is
again a Poisson process (see, in the context of CPDP, [14] for a proof of this
result). This means that if we combine all spontaneous transitions of X̂n with
origin location l to one spontaneous transition (l, λl, L, R̂tot,l), with
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λl(x) =
∑

α∈Ŝl→
λα(x),

and

R̂tot,l(B, x) =
∑

α∈Ŝl→
[
λα(x)
λl(x)

Rα(B, x)],

and if we replace all spontaneous transitions by these combined spontaneous
transitions, then the stochastic behavior (concerning the evolution of the
state) will not change. Now it can be easily seen that if we add jump rate
λ(l, x) = λl(x) to the PDP that models the state evolution of X and we let,
for unguarded states (l, x), the transition measure Q(B, (l, x)) = R̂tot,l(B, x),
then this PDP will model the state evolution of X̂.

5 Value-passing CPDPs

In the CPDP-model as it is defined so far, it is not possible that one com-
ponent can inform another component about the value of its state or output
variables. In Dynamically Colored Petri Nets (see [6]), this is possible. In this
section we introduce an addition to the CPDP model, which adds this fea-
ture of communicating state data. We chose to follow a standard method of
data communication, called value-passing. Value-passing has been defined for
different models like LOTOS ([9]). Value-passing can be seen as a natural
extension to (the standard) communication through shared events because it
is also expressed through ”shared events”/”synchronization of active transi-
tions”.

5.1 Definition of value-passing CPDP

We introduce a new definition for CPDP, which makes communication of state
data possible.

Definition 6. A value-passing CPDP is a tuple (L, V,W, ν, ω, F,G,Σ,A,P,
S), where all elements except A are defined as in Definition 1 and where A is
a finite set of active transitions that consists six-tuples (l, a, l′, G,R, vp), de-
noting a transition from location l ∈ L to location l′ ∈ L with communication
label a ∈ Σ, guard G, reset map R and value-passing element vp. G is a sub-
set of the state space of l. vp can be equal to either !Y , ?U or ∅. For the case
!Y , Y is an ordered tuple (w1, w2, · · · , wm) where wi ∈ w(l) for i = 1 · · ·m,
meaning that this transition can pass the values of the variables from Y (in
this specific order) to other transitions in other components. For the case ?U ,
we have U ⊂ IRn for some n ∈ IN, meaning that this transition asks for input
a tuple of the form of Y with total dimension n (i.e.

∑
i=1..m d(wi) = n) such

that the valuation of Y lies in U . The reset map R assigns to each point in
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G×U (for the case vp =?U) or to each point in G (for the cases vp =!Y and
vp = ∅) for each state variable v ∈ ν(l′) a probability measure on the state
space of v at location l′.

We formalize the notion of state data communication by adding three
composition rules to |PA| called r1data,r2data and r2data′:

r1data.
l1

a,G1,R1,v1−→ l′1, l2
a,G2,R2,v2−→ l′2

l1|PA|l2
a,G1|G2,R1×R2,v1|v2−→ l′1|PA|l′2

(a ∈ A, v1|v2 �= ⊥).

Here, l1
a,G1,R1,v1−→ l′1 means (l1, a, l′1, G1, R1, v1) ∈ AX with v1 �= ∅. Active

transitions with value passing identifier equal to ∅ will be denoted as before
(like l1

a,G1,R1−→ l′1 for example). Furthermore, v1|v2 is defined as: v1|v2 :=
!Y if v1 =!Y and v2 :=?U and dim(U)=dim(Y ) or if v2 =!Y and v1 :=
?U and dim(U)=dim(Y ); v1|v2 :=?(U1 ∩ U2) if v1 =?U1 and v2 =?U2 and
dim(U1)=dim(U2); v1|v2 := ⊥ otherwise. Here ⊥ means that v1 and v2 are
not compatible.

G1|G2 is, only when v1|v2 �= ⊥, defined as follows: G1|G2 := (G1∩U)×G2

if v1 =!Y and v2 =?U ; G1|G2 := G1 × (G2 ∩ U) if v1 =?U and v2 =!Y ;
G1|G2 := G1 × G2 if v1 =?U1 and v2 =?U2. Here, G ∩ U , which is abuse of
notation, contains all state valuations x such that x ∈ G and Y (x) ∈ U , where
Y (x) is the value of the ordered tuple Y according to valuation x.

In these definitions of v1|v2 and G1|G2 we see an interplay between the
state guards G1,G2 and the input guards U1,U2: in the synchronization of
an (l1, a, l′1, G1, R1, !Y ) transition with a (l2, a, l′2, G2, R2, ?U) transition, U
restricts the guard G1 such that the Y -part of G1 lies in U . This restriction
can not be coded in v1|v2 (as it is done in the ?U1-?U2-case), therefore we
need to code it in the state guards.

Composition rules r2data and r2data′ are defined as follows.

r2data.
l1

a,G1,R1,v1−→ l′1

l1|PA|l2
a,G1×val(l2),R1×Id,v1−→ l′1|PA|l2

(a �∈ A).

The mirror of r2data is then defined as:

r2data′.
l2

a,G2,R2,v2−→ l′2

l1|PA|l2
a,val(l1)×G2,Id×R2,v2−→ l1|PA|l′2

(a �∈ A).

Definition 7. If X = (LX , VX , νX ,WX , ωX , FX , GX , Σ,AX ,PX ,SX) and
Y = (LY , VY , νY ,WY , ωY , FY , GY , Σ,AY ,PY ,SY ) are two value passing
CPDPs that have the same set of events Σ and if we have VX ∩ VY =
WX ∩ WY = ∅, then X|PA|Y is defined as in Definition 3 except that be-
sides the rules r1,r2,r2’,r3,r3’,r4,r4’,r5,r6,r6’,r7 and r7’ for the operator |PA|
we also have the rules r1data,r2data and r2data′.
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6 Value passing CPDP and CPDP-to-PDP conversion:
an ATM example

6.1 ATM example of value passing CPDP

In Figure 7 we see five value-passing CPDPs: CurrentGoal, AudioAlert,
Memory, HMI−PF and TaskPerformance. Together, these five compo-
nents form a part of a system that models the behavior of a pilot which is
controlling a flying aircraft. This pilot is called the pilot-flying. (Normally,
there is also another pilot in the cockpit called the pilot-not-flying who is not
directly controlling the aircraft). This example comes from Chapter 16 of this
book, where it is modelled as a Dynamically Coloured Petri Net (DCPN). In
this section we model an abstract version of this system as a value-passing
CPDP. We first give a global description of the system. After that we give a
more detailed description of each CPDP component.

There are seven distinct goals defined for the pilot-flying, C1 till C7. Which
goal should be achieved by the pilot at which time depends on the situation. If
at some time t1, the pilot is working on goal C1 (which is: collision avoidance)
then CPDP CurrentGoal is in location l1 with k = 1 (the value of k equals
the number of the goal) and CPDP TaskPerformance is in the top location
(meaning that the pilot is performing tasks for some goal while the bottom
loction means that the pilot is not working an a goal). If the pilot is working
on goal C2 (which is: emergency actions), then k = 2 and then the value q
denotes which specific emergency action is executed (if k �= 2 then q, which
is not relevant then, equals zero). The pilot can switch to another goal in two
ways:

1. He achieved a goal and is ready for a new goal. He ’looks’ at the memory-
unit whether there is another goal that needs to be achieved. In that
case the pilot starts working on the goal in the memory-unit with the
highest priority (C1 has priority over C2, C2 over C3 etc.), unless he sees
on the display of HMI−PF , which is a failure indicator device, that
certain aircraft-systems are not working properly. In the latter case the
pilot should switch to goal C2 (emergency action).

2. The pilot is working on a goal, while CPDP AudioAlert, which is a com-
munication device that can communicate alert messages, sends an alert-
message. This message contains a value (communicated via value-passing
communication) which denotes the interrupt-goal. CPDP CurrentGoal
receives this message and if the interrupt goal has higher priority than
the goal that is worked on, the pilot switches to the interrupt-goal. If the
interrupt-goal has lower priority, the goal is stored into the memory-unit.

We now briefly say how the interactions between the five components are
modelled: CPDP CurrentGoal reads the memory and the failure-indicators
via value-passing-synchronization on events getmem and getHMI respec-
tively (see Figure 7). CurrentGoal receives alert-messages via value-passing-
synchronization on event alert. TaskPerformance sends the active signal
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Fig. 7. CPDP pilot flying model

endtask as soon as the pilot finished the last task of the goal he was working
on, this signal is received by CurrentGoal via a passive endtask-transition.
CurrentGoal stores a value in the memory-unit Memory via a value-passing-
synchronization on event storemem. Finally, CurrentGoal communicates to
TaskPerformance that a new goal is started because of an alert-message
or because a new goal was retrieved from the memory, via value-passing-
synchronization on events alertchng and memchng respectively.
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The five CPDPs are interconnected via composition operators of the |PA|
type as

(((CurrentGoal|A1 |AudioAlert)|A2 |Memory)

|A3 |TaskPerformance)|A4 |HMI−PF, (4)

with A1 := {alert}, A2 := {getmem, storemem}, A3 := {alertchng,
memchng} and A4 = {getHMI}. We now describe each of the five CPDPs
in more detail.

CPDP HMI-PF has one location with one variable named CHMI . The
value of this variable indicates whether there is a failure in one of the five
systems (indicated by HMI-PF ). CHMI consists of five components Ci

HMI

(i = 1, 2, 3, 4, 5) which all have either value true or false (with true indicating
a failure for the corresponding system). There is only one transition, which
is an unguarded active transition from the only location to itself with label
getHMI and with output CHMI . This transition is used only to send the
state information to the component CurrentGoal, therefore the reset map of
this transition does not change the state CHMI . Note that for the CPDPs
in this ATM-example, we do not define output variables. We assume that for
every state variable used in active transitions we have an output variable copy
defined.

CPDP AudioAlert has one location with two variables named k and q. k ∈
{1, 2, 3, 4, 5, 6, 7} and q ∈ {1, 2, 3, 4, 5, 6}. These values represent the interrupt
goal (and failure in case k = 2). There is one active transition with label alert
and with outputs k and q. This transition should normally be guarded (where
the guard is satisfied as soon as an alert signal should be sent), but at the
abstraction level of our model we do not model this. Also the reset map of
this transition is not specified here.

CPDPMemory has one location with two variables namedm and qmem.m
is a variable with seven components (m1 till m7 for the goals C1 till C7) which
can have value ON and OFF . (In the DCPN model of this system there is also
the value LATER for m4 and m5 which we do not consider in the CPDP).
qmem is a variable with six components (for the six failures) taking values in
{0, 1}. There are two active transitions. The unguarded transition with label
getmem and output m and qmem is used to send information to CurrentGoal,
therefore the reset map leaves the state unaltered. The unguarded transition
with label storemem and input k and q is used by CurrentGoal to change the
memory state. (Note that we write ?(k, q) to denote inputs of the combined
state-space of k and q which is ?IR2 because k, q ∈ IR). The reset map Rstmem

of this transition changes mk (with k the received input) to ON and changes
qqmem (with q the received input) to 1.

CPDP TaskPerformance has two locations, Idle and Busy, both without
variables. When the system switches from Busy to Idle, the active transition
with label endtask is executed. The system can switch from Idle to Busy via
two transitions: 1. Via the active input transition with label alertchng and in-
puts k and q. This happens when CurrentGoal executes an active output tran-
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sition with label alertchng due to having received a signal from AudioAlert.
(Normally TaskPerformance should use the information from the inputs k and
q via the reset map of the transition, but we do not model that at our level
of abstraction). 2. Via the active input transition with label memchng and
inputs k and q. This happens when CurrentGoal executes an active output
transition with label memchng due to the situation where the pilot is idling
and a new goal is retrieved by CurrentGoal from the memory.

CPDP CurrentGoal is the only CPDP that we have modelled in detail.
CurrentGoal has six locations, named l1 till l6. We will now describe each
location:

• Location l1 has two variables named kc and qc. The process is in this
location when one of the goals is being achieved (i.e. TaskPerformance is
in location Busy) and the values of kc and qc represent the current goal
and (in case kc = 2) current failure. There are two outgoing transitions:
1. An unguarded active input transition to l2 labelled alert with inputs k
and q, synchronizing on an alert signal from AudioAlert, with reset map

R1 :=
{
kc := k, qc := q, switch := true if k < kc

kc := kc, qc := qc.switch := false else.

2. A passive transition to l3 labelled endtask, synchronizing on an endtask
signal from TaskPerformance.

• The process is in location l2 when (1) after having received the alert
signal the current goal needs to be changed (according to the alert signal)
or when (2) the interrupt goal (from the alert signal) needs to be stored
in memory. (1) is the case when switch = true, (2) is the case when
switch = false. Therefore, G1 := {(kc, qc, switch)|switch = true}, G2 :=
{(kc, qc, switch)|switch = false}, with G1 the guard of the active output
transition labelled alertchng with outputs kc and qc and reset map R2 and
with G2 the guard of the active output transition labelled storemem with
outputs kc and qc and reset map R3. R2 and R3 are the same and do the
following reset: kc := kc, qc := qc. Note that, under maximal progress, the
process jumps immediately to location l1 as soon as it arrives in location l2,
causing also a synchronizing transition in either TaskPerformance (with
label alertchng) or Memory (with label storemem).

• The process arrives in location l3 after the endtask signal. Then the pilot
should check the memory whether there are other goals that need to be
achieved. With the unguarded active input transition with label getmem
and inputs m and q and reset map R4, the process jumps to location l4
while retrieving the memory state (m, q). The reset map R4 stores this
(m, q) in (m̃, q̃).

• Before executing a goal from the memory, the pilot should first check HMI-
PF to see whether there are indications for failing devices. This happens
in the transition to l5 on the label getHMI while retrieving the HMI-PF
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state CHMI . The reset R5 stores CHMI together with m̃ and q̃ in the state
of l5.

• From location l5 there is an active transition to l6 with label τ and guard
G12 := {(m̃, q̃, C̃HMI)| C̃i

HMI = true for some i = 1, 2, 3, 4, 5 or m̃i =
ON for some i < 7}. Under maximal progress, this τ -transition is taken
immediately after arriving in l5 when theMemory and HMI-PF states give
reason to work on a new goal. The reset map R10 resets kc := 2, qc := r
if S := {i|i ≤ 5, C̃i

HMI = true} �= ∅, where r is randomly chosen from
the set S, otherwise R10 resets kc := min{i|mi = ON}, qc := 0. If the
guard G12 is not satisfied in l5, then this means that the pilot should wait
until an alert signal is received or until either the Memory state or the
HMI-PF state changes such that the pilot should work on a new goal. On
an alert signal from AudioAlert the transition to l2 is taken where R9 is
equal to R1. The active input transition to l6 labelled getmem waits till
the Memory state has changed such that the input-guard G4 is satisfied,
where G4 := {(m, q)|mi = ON for some 2 �= i < 7}. The reset map R7

resets kc := min{i|mi = ON}, qc := 0. The active input transition to l6
labelled getHMI waits till the HMI-PF state has changed such that the
input-guard G3 is satisfied, where G3 := {CHMI |Ci

HMI = true for some
i = 1, 2, 3, 4, 5}. The reset map R6 resets kc := 2, qc := r with r randomly
chosen from S := {i|i ≤ 5, C̃i

HMI = true} �= ∅.
• If the process arrives in location l6, then this means that the state of

l6 represents the goal that should immediately be worked on by the pilot.
Therefore, the unguarded active transition to l1 labelledmemchng is taken
immediately (under maximal progress). The outputs kc and qc are accepted
by the memchng transition in TaskPerformance. The reset map of the
output memchng transition copies the state of l6 to the state of l1.

6.2 Examples of value-passing-CPDP to PDP conversion

We follow the algorithm from Section 4.1 to check whether the CPDP ATM-
example of Section 6, which has no spontaneous transitions, can be converted
to a PDP.

Example 3 (ATM). We assume that the system modelled by (4) is closed (i.e.
no more components will be connected). This means that we remove the
passive transitions in the composite CPDP (which are some endtask transi-
tions). It can be seen that the composite CPDP does not have active input-
transitions. We assume that time will elapse in the locations of AudioAlert
and TaskPerformance. Both may have (different) extra dynamics of the form
ẋ = f(x), then the guards of transitions alert and endtask depend on x. We
assume that the transitions alert, alertchng and memchng are stable. Note
that location l1 is unguarded, that locations l2,l3,l4 and l6 are guarded and
that location l5 has both an unguarded and a guarded state space.

First we look at T 1
s : the stable parts of the transitions that represent hybrid

jumps of multiplicity one. For this example we have
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T 1
s = {storemem, alertchng,memchng, getHMIs,45},

where these names correspond to the transitions with the same label in Fig-
ure 7: storemem represents the transition from l2 to l1 synchronized with
the transition with the same label in component memory. getHMIs,45 cor-
responds to the stable part, which is the part that does not jump into guard
G12, of the transition between l4 and l5 synchronizing with the transition in
HMI-PF, etc. Because R5 makes a copy of CHMI ,m and q, we get that the
guard of getHMIs,45 equals val(l4)\G12 and the guard of getHMIu,45, the
unstable part, equals G12. Furthermore, we have for this example

T 1
u = {alert12, alert52, getmem34, getmem56, getHMIu,45, getHMI56,

endtask}, T 2
s = {alertchng ◦alert12, alertchng ◦alert52, storemem◦alert12,

storemem ◦ alert52,memchng ◦ τ,memchng ◦ getHMI,memchng ◦ getmem,

getHMIs ◦ getmem},
where getHMIs ◦ getmem denotes the transition that represents the hybrid
jump of multiplicity two that consists of getmem from l3 to l4 followed directly
by the stable part of getHMI from l4 to l5, etc. Then,

T 2
u = {getmem ◦ endtask, getHMIu ◦ getmem, τ ◦ getHMI},

T 3
s = {memchng ◦ τ ◦ getHMIu, getHMIs ◦ getmem ◦ endtask},
T 3
u = {getHMIu ◦ getmem ◦ endtask, τ ◦ getHMIu ◦ getmem},

T 4
s = {memchng ◦ τ ◦ getHMIu ◦ getmem},
T 4
u = {τ ◦ getHMIu ◦ getmem ◦ endtask}.

T 5
s = {memchng ◦ τ ◦ getHMIu ◦ getmem ◦ endtask},

T 5
u = ∅.

We see, whenX denotes the composite CPDP, thatX5 (i.e. the CPDP that
has active transitions (∪5

i=1T
i
s)∪T 5

u) has no unstable transitions. This means
that X5 can directly be converted to a PDP, which then is the corresponding
PDP of X.

To prove that the composite CPDP of this ATM example can be converted
to a PDP, it would also have been enough to show that the CPDP does not
have cycles such that the locations of the cycle all have guarded parts. It is
clear that a cycle in component Current goal should include location l1, which
is an unguarded location. It can easily be seen that in the composite CPDP the
two (product)locations that contain l1 are both unguarded and that any cycle
in the composite CPDP should contain one of these two locations. Therefore
this composite CPDP does not have transitions with multiplicity infinity and
should therefore be convertable to a PDP. (However, if we want to specify
this PDP, we still have to do the algorithm or something similar).
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Because the algorithm terminates on the ATM-example above, we know
that the ATM-example has a PDP behavior. However, it is possible that the
algorithm does not terminate, while the CPDP does exhibit a PDP behavior.
We now give an example of this.

Example 4. Let CPDP X have one location, l1. The state-space of l1 is [0, 1],
the continuous dynamics of l1 is the clock dynamics ẋ = 1. From l1 to l1
there is one active transition with guard G and reset map R. G = [12 , 1].
For x ∈ G, R({0}, x) = 1

2 and R(A, x) = |A ∩ [12 , 1]| for A ∈ B([0, 1]\{0}).
This means that from an x in G, the reset map jumps to 0 with probabil-
ity 1

2 and jumps uniformly into [12 , 1] with probability 1
2 . It can easily be

seen that for X we have that Tn
u �= ∅ for all n ∈ IN. This means that the

algorithm explained above does not terminate for this example. Still, ac-
cording to Theorem 2, X expresses a PDP behavior, because for x ∈ G,
R([0, 1], x) = limn→∞Rn

tot,s([0, 1], x) =
1
2 +

1
2 ·

1
2 +

1
2 ·

1
2 ·

1
2 + · · · = 1.

7 Bisimulation for CPDPs

In this section we define bisimulation relations for CPDPs. Bisimulation is
an equivalence relation. The idea of bisimulation is that two CPDPs are
bisimulation-equivalent if for an external agent the CPDPs cannot be dis-
tinguished from each other. We assume here that an external agent cannot
see the state-value of a CPDP but it does see the output-value of a CPDP
and it does also see the events (including possible value passing information)
of active transitions. We assume that the behavior of the external agent can
be modelled as another CPDP. Thus, if CPDPs X1 and X2 are bisimilar (i.e.
bisimulation-equivalent), then X1|PA|Y and X2|PA|Y behave externally equiv-
alently for each external-agent-CPDP Y and each operator of the form |PA|.
External equivalent behavior will be defined later in this section, but for the
intuitive understanding, we will already give two examples here.

1. Suppose the initial states of CPDPs X1, X2 are given. If then, for some
CPDP Y (with some initial state) and some |PA|, the probability that the
output-value of X1|PA|Y equals ŵ at time t̂, is different from the probability
that the output-value of X2|PA|Y equals ŵ at time t̂, then X1 and X2 are not
bisimilar.

2. As an example of two bisimilar CPDPs, we compare CPDP X from
Figure 4 to CPDP X̃ from Figure 8. We let λ̃, µ̃, all G̃i and all R̃i be copies
of λ,µ,Gi and Ri from Figure 4, i.e. λ̃, µ̃, G̃i and the x̃-resets of R̃i do not
depend on x̄. The x̄ resets of R̃i are not relevant here and may therefore be
chosen arbitrarily (like x̄ := 0 for each R̃i). Thus, we get λ̃(x̃, x̄) = λ(x̃),
G̃i = {(x̃, x̄)|x̃ ∈ Gi}, etc. Then, the only difference between X and X̃, if
we regard x̃ as a copy of x, is that the locations of X̃ have another state
variable x̄ (evolving along vectorfields f̄1 and f̄2). But this extra variable x̄
does not influence the output y, which only depends on x (or x̃), and it also
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Fig. 8. CPDP X̃ (bisimulation equivalent to CPDP X of Figure 4)

does not influence hybrid jumps because it does not influence the guards of the
transitions, the Poisson processes and the resets of x (or x̃). It is intuitively
clear then that CPDPsX and X̃ cannot be distinguished by an external agent.
After the formal definition of bisimulation for CPDPs, we will show that X
and X̃ are indeed bisimilar.

X can be seen as a state reduced equivalent of X̃ because the state space
of X is smaller (i.e. the variable x̄ is not present in X). More formally, we
could say that we have state reduction because each state x of X represents a
whole set of states {(x̃, x̄)|x̃ = x} of X̃ (i.e. the state valuation (x = 1) of X
for example, represents the set of state valuations {(x̃ = 1, x̄ = r)|r ∈ IR} of
X̃). State valuation (x̃ = 1, x̄ = 0) is for example equivalent to state valuation
(x̃ = 1, x̄ = 1) because the external behavior of X̃ that starts/continues from
(x̃ = 1, x̄ = 0) is the same as the external behavior of X̃ that starts/continues
from (x̃ = 1, x̄ = 1). We could say therefore that {(x̃ = 0, x̄ = r)|r ∈ IR}
forms an equivalence class of states. In the formal definition of bisimulation for
CPDPs, we will see that we can indeed use this concept of equivalence classes
of states. Before we do that, we need to introduce the technical concepts of
induced equivalence relation, measurable relation and equivalent (probability)
measure.

We define the equivalence relation on X that is induced by a relation
R ⊂ X × Y with the property that π1(R) = X and π2(R) = Y , where
πi(R) denotes the projection of R on the i-th component, as the transitive
closure of {(x, x′)|∃y s.t. (x, y) ∈ R and (x′, y) ∈ R}. We write X/R and Y/R
for the sets of equivalence classes of X and Y induced by R. We denote the
equivalence class of x ∈ X by [x]. We will now define the notions of measurable
relation and of equivalent measure.

Definition 8. Let (X,X ) and (Y,Y) be Borel spaces and let R ⊂ X ×Y be a
relation such that π1(R) = X and π2(R) = Y . Let X ∗ be the collection of all
R-saturated Borel sets of X, i.e. all B ∈ X such that any equivalence class of
X is either totally contained or totally not contained in B. It can be checked
that X ∗ is a σ-algebra. Let

X ∗/R = {[A]|A ∈ X ∗},
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where [A] := {[a]|a ∈ A}. Then (X/R,X ∗/R), which is a measurable space, is
called the quotient space of X with respect to R. A unique bijective mapping
f : X/R → Y/R exists, such that f([x]) = [y] if (x, y) ∈ R. We say that the
relation R is measurable if for all A ∈ X ∗/R we have f(A) ∈ Y∗/R and vice
versa.

If a relation on X × Y is measurable, then the quotient spaces of X and
Y are homeomorphic (under bijection f from Definition 8). We could say
therefore that under a measurable relation X and Y have a shared quotient
space. In the field of descriptive set theory, a relation R ⊂ X × Y is called
measurable if R ∈ B(X × Y ) (i.e. R is a Borel set of the space X × Y ). This
definition does not coincide with our definition of measurable relation. In fact,
many interesting measurable relations are not Borel sets of the product space
X × Y .

Definition 9. Suppose we have measures PX and PY on Borel spaces (X,X )
and (Y,Y) respectively. Suppose that we have a measurable relation R ⊂ X ×
Y . The measures PX and PY are called equivalent with respect to R if we have
PX(f−1

X (A)) = PY (f−1
Y (f(A))) for all A ∈ X ∗/R (with f as in Definition 8

and with fX and fY the mappings that map X and Y to X/R and Y/R
respectively).

As an example, we show that relation R = {(x, (x̃, x̄))|x = x̃} on val(X)×
val(X̃), where val(X) and val(X̃) denote the state spaces of CPDPs X and
X̃ of Figures 4 and 8, is a measurable relation and that the reset maps Ri(x)
and R̃i(x̃, x̄) are equivalent measures under this relation if f([x]) = ([x̃, x̄]):
the induced equivalence relation of R on X equals {{x}|x ∈ val(X)}, i.e. each
single valuation forms an equivalence class of X. The induced equivalence
relation of R on X̃ equals {{(x̃ = q, x̄ = r)|r ∈ IR}|q ∈ IR}. The saturated
Borel sets of X are all Borel sets of X, the saturated Borel sets X̃ are all sets
of the form B × IR with B a Borel set for the state x̃ (i.e. a Borel set of IR).
The bijective mapping f from Definition 8 maps each saturated Borel set B
of X to the saturated Borel set B× IR of Y , from which follows, according to
Definition 8, that R is measurable.

If states x and (x̃, x̄) are equivalent (i.e. f([x]) = [(x̃, x̄)]), then the
measures Ri(·, x) and R̃i(·, (x̃, x̄)) are equivalent because Ri and R̃i are de-
fined such that for each (saturated borel set of X) B ∈ B(IR) we have
Ri(B, x) = R̃i(B × IR, (x̃, x̄)).

In order to define bisimulation for CPDPs we also need to introduce the
notions of combined reset map and combined jump rate function: we consider
CPDP (without value passing) X = (L, V,W, v, w, F,G,Σ,A,P,S), with hy-
brid state space E = Es ∪Eu, together with scheduler S. We define R, which
we call the combined reset map, as follows. R assigns to each triplet (l, x, a)
with (l, x) ∈ Eu and with a ∈ Σ such that l

a−→ (i.e. there exists an active
transition labelled a leaving l), a measure on E. This measure R(l, x, a) is for
any l′ and any Borel set A ⊂ val(l′) defined as:
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R(l, x, a)(l′, A) =
∑

α∈Al,a,l′

S(l, x)(α)Rα(A, x),

where Al,a,l′ denotes the set of active transitions from l to l′ with label a and
(l′, A) denotes the set {(l′, x)|x ∈ A}. (This measure is uniquely extended to
all Borel sets of E). Now, for A ∈ B(E), R(l, x, a)(A) equals the probability
of jumping into A via an active transition with label a given that the jump
takes place at (l, x).

Furthermore, R assigns to each triplet (l, x, ā) with (l, x) ∈ E and with
ā ∈ Σ̄ such that l

ā−→, a measure on E, which for any l′ and any Borel set
A ⊂ val(l′) is defined as:

R(l, x, ā)(l′1, A) =
∑

α∈Pl,ā,l′
S(l, x)(α)Rα(A, x).

(This measure is uniquely extended to all Borel sets of E). Now, R(l, x, ā)(A),
with A ∈ B(E), equals the probability of jumping into A if a passive transition
with label ā takes place at (l, x).

We define the combined jump rate function λ for CPDP X as

λ(l, x) =
∑

α∈Sl→
λα(l, x),

with (l, x) ∈ E.
Finally, for spontaneous jumps, R assigns to each (l, x) ∈ E such that

λ(l, x) �= 0, a probability measure on E, which for any l′ and any Borel set
A ⊂ val(l′) is defined as:

R(l, x)(l′1, A) =
∑

α∈Sl→l′

λα(l, x)
λ(l, x)

Rα(A, x).

(This measure is uniquely extended to all Borel sets of E). Now we are ready
to give the definition of bisimulation for CPDPs.

Definition 10. Suppose we have CPDPs X = (LX , VX ,W, vX , wX , FX , GX ,
Σ,AX , PX , SX) and Y = (LY , VY ,W, vY , wY , FY , GY , Σ,AY , PY , SY ) with
shared W and Σ and with schedulers SX and SY . A measurable relation
R ⊂ val(X)× val(Y ) is a bisimulation if ((l1, x), (l2, y)) ∈ R implies that

1. ωX(l1) = ωY (l2), for all w ∈ ωX(l1) we have GX(l1, x, w) = GY (l2, y, w),
λ(l1, x) = λ(l2, y) (with λ the combined jump rate function defined on both
val(X) and val(Y )).

2. (φl1(t, x), φl2(t, y)) ∈ R (with φl(t, z) the state at time t when the state
equals z at time zero).

3. If λ(l1, x) = λ(l2, y) �= 0, then R(l1, x) and R(l2, y) are equivalent proba-
bility measures with respect to R.
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4. For any ā ∈ Σ̄ we have that either both l1 � ā−→ and l2 � ā−→ or else R(l1, x, ā)
and R(l2, y, ā) are equivalent probability measures.

5. For any a ∈ Σ we have that either both l1 � a−→ and l2 � a−→ or else R(l1, x, a)
and R(l2, y, a) are equivalent measures.

X with initial state (l1, x) and Y with initial state (l2, y) are bisimilar if
((l1, x), (l2, y)) is contained in some bisimulation.

Definition 10 formalizes what we mean by equivalent external behavior.
It can now be seen that, according to Definition 10, CPDP X (from Figure
4) with initial state (lx, x) (for some lx and some x ∈ val(lx)) together with
some scheduler SX , and CPDP X̃ (from Figure 8) with initial state (lx̃, (x̃, x̄))
(with lx̃ = lx and x̃ = x and x̄ ∈ IR) together with scheduler SX̃(l̃, (x̃ = q, x̄ =
r))(α̃) := SX(l, x = q)(α) (where α̃ is the transition of X̃ that corresponds
according to Figures 4 and 8 to transition α of X) are bisimilar under the
relationR = {(x, (x̃, x̄))|x = x̃} on val(X)×val(X̃) (which was already shown
to be a measurable relation).

We now state a theorem which justifies our notion of bisimulation when
it concerns the stochastic behavior. It says that if two closed CPDPs are
bisimilar, then the stochastic processes that model the output evolution of
the CPDPs are equivalent (in the sense of indistinguishability).

Theorem 3. The stochastic processes of the outputs of two bisimilar closed
CPDPs (with their schedulers), whose quotient spaces are Borel spaces, can
be realized such that they are indistinguishable.

Proof. The proof can be found in [15]. There, invariants are used instead of
guards. It can be seen that the proof is still valid if the invariant of a location
is defined as the unguarded state space of that location.

It can easily be seen that if two non-closed CPDPs are bisimilar, then if we
close both CPDPs (i.e. if we remove all passive transitions), then the closed
CPDPs are still bisimilar and, by Theorem 3, the stochastic processes that
model the output evolution of the CPDPs are equivalent.

We now state a theorem which justifies our notion of bisimulation when it
concerns the interaction behavior. It says that two bisimilar CPDPs interact
in an equivalent way (with any other CPDP) by stating that substituting
a CPDP-component (in a composition context with multiple components)
by another, but bisimilar, component, results in a composite CPDP that is
bisimilar to the original composite CPDP. Checking bisimilarity between two
composite CPDPs can only be done if both composite CPDPs have their
own schedulers. Therefore we first have to investigate how a scheduler of a
composite CPDP can be composed from the schedulers of the components.

It appears that the schedulers of the components do not contain enough
information to define the scheduler of the composite CPDP. We illustrate this
with Figure 9, where we see two CPDPs, X and Y , with schedulers SX and
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Fig. 9. Example concerning internal/external scheduling

SY . Suppose we connect X and Y via composition operator |Σ̄∅ |. If x ∈ G1 and
x �∈ G2 and y �∈ G3, then the scheduler S of X|Σ̄∅ |Y is at (x, y) determined
because (a,G1, R1) is the only transition that is enabled at (x, y), therefore the
scheduler has to choose this transition. However, this a-transition will trigger
one of the two ā-transitions of Y . Thus, the scheduler still has to choose
between the transitions (a,G1 × val(Y ), R1 × R̄4) (i.e. the synchronization of
(a,G1, R1) with (ā, R̄4)) and (a,G1×val(Y ), R1×R̄5). Here we should respect
SY which is defined to make a choice between the two passive transitions. Thus
we get,

S(x, y)(a,G1 × val(Y ), R1 × R̄i) = SY (y, ā)(ā, R̄i), i ∈ {4, 5}.

If x �∈ G1 and x ∈ G2 and y ∈ G3, then at state (x, y), two active transitions
of X|Σ̄∅ |Y are enabled: (b,G2×val(Y ), R2×Id) and (a, val(X)×G3, Id×R3).
SX and SY give no information how to choose between the b-transition and
the a-transition. We call this case a case of external scheduling (i.e. the choice
cannot be made by the internal schedulers, the schedulers of the individual
components). Thus, besides the internal schedulers SX and SY , we need a
strategy for external scheduling. We define this as follows.

Definition 11. ESS is an external scheduling strategy for X|PA|Y with inter-
nal schedulers SX and SY if ESS assigns to each state (x, y) a mapping from
the set of event pairs EP to [0, 1], where

EP := {[α, β]|α = β ∈ Σ,α ∈ Σ ∧ β = ∗, α = ∗ ∧ β ∈ Σ,

α ∈ Σ ∧ β = ᾱ, α = β̄ ∧ β ∈ Σ,α = β ∈ Σ̄, α ∈ Σ̄ ∧ β = ∗, α = ∗ ∧ β ∈ Σ̄},
which respects the transition structure of X|PA|Y .

We explain the meaning of external scheduling strategy by using the ex-
ample of Figure 9: if ESS is an external scheduling strategy for X|Σ̄∅ |Y
and ESS(x, y)([a, ā]) = 1, then the set of transitions of the form (a,Gx ×
val(Y ), Rx × R̄y) (with (a,Gx, Rx) an a-transition of X and (ā, R̄y) a ā-
transition of Y ) at state (x, y) get probability one. The probabilities of the
individual transitions of this form are determined by the internal schedulers.
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If we have ESS(x, y)([a, ā]) > 0 with x �∈ G1, then ESS does not respect
the transition structure, because for x �∈ G1 no a-transition of X can be
executed, and is therefore not a valid external scheduling strategy, etc. In
general, an external scheduling strategy does not have to respect the internal
schedulers where it concerns the choice between active transitions (within one
component) labelled with different events, but it has to respect the internal
schedulers where it concerns the passive transitions and the choice between
active transitions (in one component) with the same event-label. The choice
to allow to ignore internal schedulers where it concerns active transitions with
different event-labels, has been made because first, in some cases it is not clear
what it means to respect the internal schedulers and second, this freedom does
not influence the result of the bisimulation-substitution-theorem that we state
after the following example about a scheduler that does respect the internal
schedulers as much as possible.

Example 5. Suppose we have two CPDPs X and Y with schedulers SX and
SY , which we interconnect with composition operator |Σ̄∅ |. A valid external
scheduling strategy would be:

• For states (x, y) with x ∈ valu(X) (i.e. the guarded states of X) and
y ∈ vals(Y ) the choice for the active transition of X is made by SX .
(Which passive transitions synchronize depends on Y and SY )

• For states (x, y) with x ∈ vals(X) and y ∈ valu(Y ) the choice for the active
transition of Y is made by SY . (Which passive transitions synchronize
depends on X and SX)

• For states (x, y) with x ∈ valu(X) and y ∈ valu(Y ), the choice for the
active transition (of X or Y ) is determined with probability half by SX

and with probability half by SY . (Which passive transitions synchronize
depends on X,Y , SX and SY ).

Note that the strategy of Example 5 will not work in case A �= ∅. Also,
in general, the composition of two schedulers under an external scheduling
strategy, which results in a internal schedular for the composite system (as in
Example 5), is not commutative and not associative.

Theorem 4. Suppose we have three CPDPs, X1,X2 and Y , with schedulers
SX1 , SX2 and SY . Suppose R ⊂ val(X1) × val(X2) is a bisimulation and
val(X1)/R and val(X2)/R (i.e. the quotient spaces of X1 and X2 under R)
are Borel spaces. Then,

R′ := {((x1, y), (x2, y))|(x1, x2) ∈ R, y ∈ val(Y )}

is a bisimulation on (val(X1)× val(Y ))× (val(X2)× val(Y )) for the CPDPs
X1|PA|Y and X2|PA|Y with external scheduling strategies ESS1 and ESS2 such
that ESS1(x1, y) = ESS1(x2, y) if (x1, x2) ∈ R. Furthermore, (val(X1) ×
val(Y ))/R′ and (val(X2)× val(Y ))/R′ are Borel spaces.
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Proof. The proof can be found, mutatis mutandis, in [15].

With Theorem 4, we can use bisimulation as a compositional reduction
technique: suppose we want to perform stochastic analysis on a (closed) com-
posite CPDP that consists of multiple components. To reduce the state space
of this complex system, we can reduce (by bisimulation) each component in-
dividually and put the reduced state component back in the composition. In
this way the state of the composite CPDP will be reduced as soon as one
or more of the components are state reduced. We know that the stochastic
behavior of the output evolution is not changed by bisimulation, therefore we
can perform the stochastic analysis on the (closed) state reduced composite
CPDP.

Bisimulation for value-passing CPDPs

The definition of bisimulation can also be defined for value-passing CPDPs.
We will not do that here, but we are convinced that it can be shown that with
small extensions to the operation of schedulers (such that they can handle
value-passing), and to the definitions of combined reset map and external
scheduling strategies, the Theorems 3 and 4 also apply to the case of value-
passing CPDPs. However, this result still has to be achieved.

8 Conclusions and discussion

In this chapter we introduced the CPDP automata framework. CPDPs are au-
tomata with labelled transitions and spontaneous (stochastic) transitions. The
locations of a CPDP are enriched with state and output variables. Each state
variable (of a specific location) evolves according to a specified differential
equation. State variables are probabilistically reset after a transition has been
executed. CPDPs can interact/communicate with each other via the event-
labels of the labelled transitions. For the extended framework value-passing-
CPDP, event labels may even hold information about the output variables.
We defined a bisimulation notion for CPDP. We proved that bisimilar CPDPs
exhibit equivalent stochastic and interaction behavior. Therefore, bisimulation
can be used as a compositional state reduction technique.

This means that we can take a component from a complex CPDP, find
a state reduced bisimilar component and put the state reduced component
back in the composition. The problem however is: how to find a state reduced
bisimilar component? For certain classes of systems, like for IMC (see [8])
and for linear input/output systems (see [16]), (decidable) algorithms have
been developed to find maximal (i.e. maximally state reduced) bisimulations.
Since CPDPs are very general in the stochastics and the continuous dynam-
ics, we can not expect that similar algorithms can be developed for CPDPs
also. However, we can try to find subclasses of CPDPs that do allow auto-
matic generation of maximal bisimulations. Any complex CPDP can then in
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principle be state reduced by finding the components that allow automatic
generation of bisimulations and replace these components with their maximal
bisimilar equivalents.

Bisimulation can be seen as a compositional analysis technique, i.e. it uses
the composition structure in order to make analysis easier. Other composi-
tional analysis techniques should benefit from the composition structure in
their specific ways. In our CPDP model there is a clear distinction between
the different components of a complex system and it is formalized how the
composite behavior is constituted from the components and from the interac-
tion mechanisms (i.e. the composition operators) that interconnect the com-
ponents. Since we have this clear and formal composition structure (including
a clear operational semantics for the composition operation), we think our
model might be suitable for developing compositional analysis techniques.
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Summary. We develop a grid-based method for estimating the probability that
the trajectories of a given stochastic system will eventually enter a certain target
set during a –possibly infinite– look-ahead time horizon. The distinguishing feature
of the proposed methodology is that it rests on the approximation of the solution to
stochastic differential equations by using Markov chains. From an algorithmic point
of view, the probability of entering the target set is computed by appropriately
propagating the transition probabilities of the Markov chain backwards in time
starting from the target set during the time horizon of interest. We consider air traffic
management as an application example. Specifically, we address the problem of
estimating the probability that two aircraft flying in the same region of the airspace
get closer than a certain safety distance and that an aircraft enters a forbidden
airspace area. In this context, the target set is the set of unsafe configurations for
the system, and we are estimating the probability that an unsafe situation occurs.

1 Introduction

In general terms, a reachability problem consists of determining if the trajec-
tories of a given system starting from some set of initial states will eventually
enter a pre-specified set.

An important application of reachability analysis is the verification of the
correctness of the behavior of a system, which makes reachability analysis
relevant in a variety of control applications. In particular, in many safety-
critical applications a certain region of the state space is “unsafe”, and one
has to verify that the system state keeps outside this unsafe set. If the out-
come of safety verification is negative, then some action has to be taken to
appropriately modify the system.

Given the unsafe set and the set of initial states, a safety verification
problem can be reformulated as either a forward reachability problem or a
backward reachability problem. Forward reachability consists in determining
the set of states that a given system can reach starting from some set of
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initial states. Conversely, backward reachability consists in determining the
set of initial states starting from which the system will eventually enter a
given target set of states. One can perform safety verification by checking
either that the forward reachable set is disjoint from the unsafe set or that
the backward reachable set leading to the unsafe set is disjoint from the set
of initial states.

One method for safety verification is the model checking approach, which
verifies safety by constructing forward/backward reachable sets based on a
model of the system. The main issue of this approach is the ability to “com-
pute” with sets, i.e., to represent sets and propagate them through the system
dynamics. This process can be made fully automatic. Model checkers have in
fact been developed for different classes of deterministic systems.

In the case of deterministic finite automata, sets can be represented by
enumeration, and forward (backward) reachable sets can be computed starting
from the given initial (target) set and adding one-step successor (predecessor)
till convergence is achieved. Termination of the algorithm is guaranteed since
the state space is finite. Safety verification is then “decidable” for this class
of systems, that is, there does exist a computational procedure that decides
in a finite number of steps whether safety is verified or not for an arbitrary
deterministic finite automata. The technical challenge for the verification of
deterministic finite automata is to devise algorithms and data structure to
handle large state spaces.

In the case of hybrid systems, two key issues arise due to the uncount-
able number of states in the continuous state space: i) set representation and
propagation by continuous flow is generally difficult; and ii) the state space is
not finite, hence termination of the algorithm for reachable set computation is
not guaranteed ([31]). Decidability results have been proven for certain classes
of hybrid systems by using discrete abstraction consisting in building a finite
automaton that is “equivalent” to the original hybrid system for the purpose
of safety verification ([2]).

Exact methods for reachability computations exist only for a restricted
class of hybrid systems with simple dynamics. In the case of more complex
dynamics, approximation methods have been developed, which can be classi-
fied as “over-approximation” and “asymptotic approximation” methods.

The over-approximation methods aim at obtaining efficient over-approx-
imations of reachable sets. The main idea is to start from sets that are easy to
represent in a compact form and approximating the system dynamics so that
the sets obtained through the direct or inverse evolution of the approximated
system admit the same representation of the starting sets, while ensuring
over-approximation of the reachable sets of the original system. Polyhedral
and ellipsoidal methods ([4, 18]) belong to this category of approximation
approaches.

The asymptotic approximation methods aim at obtaining an approxima-
tion of the reachable sets that converges to the true reachable sets as some
accuracy parameter tends to zero. Level set methods and gridding techniques
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belong to this category. In level set methods, sets are represented as the zero
sublevel set of an appropriate function. The evolution of the boundary of
this set through the system dynamics can be described through a Hamilton-
Jacobi-Isaacs partial differential equation. An approximation to the reachable
set is then obtained by a suitable numerical approximation of this equation
([25, 24]). In [29] a Markov chain approximation of a deterministic system
is introduced to perform reachability analysis. The Markov chain is obtained
by gridding the state space of the original system and defining the transition
probabilities over the so-obtained discrete set of states so as to guarantee that
admissible trajectories of the original system correspond to trajectories with
non zero probability of the Markov chain. If the probability that the Markov
chain enters the unsafe set is zero, then, one can conclude that the original
system is safe. However, if such probability is not zero, the original system
may still be safe.

In all approaches, reachability computations become more intensive as
the dimension of the continuous state space grows. This is particularly crit-
ical in asymptotic approximation methods. On the other hand, the over-
approximation methods have to be designed based on the characteristics of
the specific system under study, and generally provide solutions to the safety
verification problem that are too conservative when the system dynamics is
complex and the reachable sets have arbitrary shapes. In comparison, the as-
ymptotic approximation methods can be applied to general classes of systems
and they do not require a specific shape for the reachable sets.

In many control applications, the dynamics of the system under study is
subjected to the perturbation of random noises that are either inherent or
present in the environment. These systems are naturally described by sto-
chastic models, whose trajectories occur with different probabilities. For this
class of systems, one can adopt either a worst-case approach or a probabilistic
approach to safety verification. In the worst-case approach to safety verifica-
tion, one requires all the admissible trajectories of the system to be outside
the unsafe set, regardless of their probability, thus ignoring the stochastic na-
ture of the system. In [19], for example, the system is stochastic because of
some random noise signal affecting the system dynamics. However, the noise
process is assumed to be bounded and is treated as if it were a deterministic
signal taking values in a known compact set for the purpose of reachability
computations. In the probabilistic approach to safety verification, one allows
some trajectories of the system to enter the unsafe set if this event has low
probability, thus avoiding the conservativeness of the worst-case approach.

A probabilistic approach to safety verification can be useful within a struc-
tured alerting system where alarms of different severity are issued depending
on the level of criticality of the situation. For systems operating in a highly
dynamic uncertain environment, safety has to be repeatedly verified on-line
based on the updated information on the system behavior. In these applica-
tions it is then very important to have some measure of criticality for evalu-
ating whether the selected control input is appropriate or a corrective action



118 Maria Prandini and Jianghai Hu

should be taken to timely steer the system out of the unsafe set. A natural
choice for the measure of criticality is the probability of intrusion into the
unsafe set within a finite/infinite time horizon: the higher the probability of
intrusion, the more critical the situation.

In this chapter, we describe a methodology for probabilistic reachability
analysis of a certain class of stochastic hybrid systems governed by stochastic
differential equations with time-driven jumps. The distinguishing feature of
the proposed methodology is that it rests on the approximation of the solu-
tion to stochastic differential equations by using Markov chains. The basic
idea is to construct a Markov chain whose state space is obtained by dis-
cretizing the original space into grids. For properly chosen transition proba-
bilities, the Markov chain converges weakly to the solution to the stochastic
differential equation as the discretization step approaches zero. Therefore, an
approximation of the probability of interest can be obtained by computing
the corresponding quantity for the Markov chain.

From an algorithmic point of view, we propose a backward reachability
algorithm which computes for each state an estimate of the probability that
the system will enter the unsafe set starting from that state by appropriately
propagating the transition probabilities of the Markov chain backwards in
time starting from the unsafe set during the time horizon of interest.

According to the classification of safety verification approaches mentioned
above, our approach can be described as an asymptotic approximation proba-
bilistic model checking method based on backward reachability computations.

We shall consider the problem of conflict prediction in Air Traffic Man-
agement (ATM) as an application example.

2 Stochastic approximation method

2.1 Formulation of the reachability problem

Consider an n-dimensional system whose dynamics is governed by the sto-
chastic differential equation

dS(t) = a(S, t)dt+ b(S)Γ dW (t). (1)

Function a : Rn × T → Rn is the drift term, function b : Rn → Rn×n is
the diffusion term, and Γ is a diagonal matrix with positive entries, which
modulates the variance of the standard n-dimensional Brownian motion W (·).

We suppose that b : Rn × T → Rn×n is a continuous function, whereas
a : Rn × T → Rn is continuous in its first argument and only piecewise
continuous in its second argument.

Let D ⊂ Rn be a set representing the unsafe region for the system.
Our objective is to evaluate the probability that S(t) enters D starting

from some initial state S(0) during the time interval T = [0, tf ], where 0 is
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the current time instant, and tf is a positive real number (possibly infinity)
representing the look-ahead time horizon.

Since D represents an unsafe region, which, in the ATM application intro-
duced later, corresponds to a region where a conflict takes place, in the sequel
we shall refer to the probability of interest:

P{S(t) ∈ D for some t ∈ T}, (2)

as the probability of conflict.
To evaluate the probability of conflict (2) numerically, we consider an open

domain U ⊂ Rn that contains D and has compact support. U should be large
enough so that the situation can be declared safe once S ends up outside U .
With reference to the domain U , the probability of entering the unsafe set D
can be expressed as

Pc := P{S hits D before hitting Uc within the time interval T}, (3)

where Uc denotes the complement of U in Rn. Implicit in the above definition
is that if S hits neither D nor Uc during T , no conflict occurs.

For the purpose of computing (3), we can assume that in equation (1), S
is defined on the open domain U \ D with initial condition S(0), and that it
is stopped as soon as it hits the boundary ∂ U ∪ ∂D.

2.2 Markov chain approximation: weak convergence result

We now describe an approach to approximate the solution S(·) to equation (1)
defined on U \ D with absorption on the boundary ∂ U ∪ ∂D. The idea is to
discretize U \ D into grid points that constitute the state space of a Markov
chain. By carefully choosing the transition probabilities, the solution to the
Markov chain will converge weakly to that of the stochastic differential equa-
tion (1) as the grid size approaches zero. Therefore, at a small grid size, a
good estimate of the probability Pc in (3) is provided by the corresponding
quantity associated with the Markov chain, which is much easier to compute.

To define the Markov chain, we first need to introduce some notations.
Let Γ = diag(σ1, σ2, . . . , σn), with σ1, σ2, . . . , σn > 0.
Fix a grid size δ > 0. Denote by δZn the integer grids of Rn scaled properly,

more precisely,

δZn = {(m1η1δ,m2η2δ, . . . ,mnηnδ)| (m1,m2, . . . ,mn) ∈ Zn},

where ηi, i = 1, . . . , n, are defined as ηi := σi
σ̄ , i = 1, . . . , n, with σ̄ = maxi σi.

For each grid point q ∈ δZn, define the immediate neighbors set

Nq = {q + (i1η1δ, i2η2δ, . . . , inηnδ)| (i1, i2, . . . , in) ∈ I}, (4)

where I ⊆ {0, 1,−1}n \ {(0, 0, . . . , 0)}. The immediate neighbors set Nq is a
subset of all the points in δZn whose distance from q along the coordinate
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axis xi is at most ηiδ, i = 1, . . . , n. The larger the cardinality of Nq, the
more intensive the computations. For the convergence result to hold, different
choices for Nq are possible, which depend, in particular, on the diffusion term
b in (1). For the time being, consider the immediate neighbors set as given.
We shall then see possible choices for it in some specific cases.

Define Q = (U \ D) ∩ δZn, which consists of all those grid points in δZn

that lie inside U but outside D. The interior of Q, denoted by Q0, consists
of all those points in Q which have all their neighbors in Q. The boundary
of Q is defined to be ∂Q = Q \ Q0, and is the union of two disjoint sets:
∂Q = ∂QU ∪ ∂QD, where points in ∂QU have at least one neighbor outside
U , and points in ∂QD have at least one neighbor inside D. If a point satisfies
both the conditions, then we assign it only to ∂QD. This will eventually lead
to an overestimation of the probability of conflict. However, if U is chosen to
be large enough, the overestimation error is negligible.

We now define a Markov chain {Qk, k ≥ 0} on the state space Q. Denote
by ∆t > 0 the amount of time elapsing between any two successive discrete
time steps k and k + 1, k ≥ 0. {Qk, k ≥ 0} is a time-inhomogeneous Markov
chain such that:

1. each state in ∂Q is an absorbing state, i.e., the state of the chain remains
unchanged after it hits any of the states q ∈ ∂Q:

P{Qk+1 = q′|Qk = q} =
{
1, q′ = q

0, otherwise

2. starting from a state q in Q0, the chain jumps to one of its neighbors in Nq

or stays at the same state according to transition probabilities determined
by its current location q and the current time step k:

P{Qk+1 = q′|Qk = q} =
{
pkq′(q), q′ ∈ Nq ∪ {q}
0, otherwise,

(5)

where pkq′(q) are functions of the drift and diffusion terms evaluated at q
and time k∆t.

Set ∆t = λδ2, where λ is some positive constant.
Let the Markov chain be at state q ∈ Q0 at some time step k. Define

mk
q =

1
∆tE{Qk+1 −Qk|Qk = q},

V k
q = 1

∆tE{(Qk+1 −Qk)(Qk+1 −Qk)T |Qk = q}.
Suppose that as δ → 0,

mk
q → a(s, k∆t),

V k
q → b(s)Γ 2b(s)T,

(6)

∀s ∈ U \ D, where for each δ > 0 q is a point in Q0 closest to s.
If the chain {Qk, k ≥ 0} starts from a point q̄ ∈ Q0 closest to S(0), then

by Theorem 8.7.1 in [6] (see also [30]), we conclude that
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Proposition 1. Fix δ > 0 and consider the corresponding Markov chain
{Qk, k ≥ 0}. Denote by {Q(t), t ≥ 0} the stochastic process that is equal to
Qk on the time interval [k∆t, (k + 1)∆t) for all k, where ∆t = λδ2. Suppose
that as δ → 0, the equations (6) are satisfied. Then as δ → 0, {Q(t), t ≥ 0}
converges weakly to the solution {S(t), t ≥ 0} to equation (1) defined on U \D
with absorption on the boundary ∂ U ∪ ∂D. 34

Remark 1. As the grid size δ decreases, the time interval between consecu-
tive discrete time steps has to decrease for the stochastic process S(·) to be
approximated by a Markov chain with one-step successors limited to the im-
mediate neighbors set. It is then not surprising that the time interval ∆t is a
decreasing function of the grid size δ for the convergence result to hold. 34

Let kf := < tf∆t= be the largest integer not exceeding tf/∆t (kf = ∞ if
tf =∞). As a result of Proposition 1, a good approximation to the probability
of conflict Pc in (3) is given by

Pc,δ := P{Qkf ∈ ∂QD}
= P{Qk hits ∂QD before hitting ∂QU within 0 ≤ k ≤ kf},

with the chain {Qk, k ≥ 0} starting from a point q̄ ∈ Q closest to S(0), for a
small δ.

2.3 Examples of transition probability functions

In this section, we describe a possible choice for the immediate neighbors set
and the transition probabilities that is effective in guaranteeing that equa-
tions (6) (and, hence, the converge result) hold. We distinguish between two
different structures of the diffusion term b that will fit the ATM application
example.

Decoupled noise components

Suppose that the matrix b in equation (1) has the following form: b(s) = β(s)I,
where β : Rn → R.

Equation (1) then takes the form:

dS(t) = a(S, t)dt+ β(S)ΓdW (t).

Since each component of the n-dimensional Brownian motion W (·) directly
affects a single component of S(·), the immediate neighbors set Nq, q ∈ δZn,
can be taken as the set of points along one of the xi, i = 1, . . . , n, directions
whose distance from q is ηiδ, i = 1, . . . , n, respectively. For each q ∈ δZn, Nq

is then composed of the following 2n elements:
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q1+ = q + (+η1δ, 0, . . . , 0), q1− = q + (−η1δ, 0, . . . , 0),
q2+ = q + (0,+η2δ, . . . , 0), q2− = q + (0,−η2δ, . . . , 0),
...

...
qn+ = q + (0, 0, . . . ,+ηnδ), qn− = q + (0, 0, . . . ,−ηnδ),

Figure 1 plots the case when n = 3. Each grid point has six immediate
neighbors (q1− , q1+ , q2− , q2+ , q3− , and q3+): two (q1− and q1+) at a distance
η1δ along direction x1, two (q2− and q2+) at a distance η2δ along direction
x2, and two (q3− and q3+) at a distance η3δ along direction x3.

Fig. 1. Neighboring grid points in the three dimensional case.

We now define the transition probabilities in (5):
If q ∈ Q0, then

P{Qk+1 = q′|Qk = q} =

pkq (q) =
ξk0 (q)
Ck
q

, q′ = q

pkqi+
(q) =

exp(δξki (q))
Ck
q

, q′ = qi+ , i = 1, . . . , n

pkqi−
(q) =

exp(−δξki (q))
Ck
q

, q′ = qi− , i = 1, . . . , n

0, otherwise,

(7)

where

ξk0 (q) =
2

λσ̄2β(q)2 − 2n ξki (q) =
[a(q,k∆t)]i
ηiσ̄2β(q)2 , i = 1, . . . , n

Ck
q = 2

∑n
i=1 csh(δξ

k
i (q)) + ξk0 (q).

λ is a positive constant that has to be chosen small enough such that ξk0 (q)
defined above is positive for all q ∈ Q and all k ≥ 0. In particular, this is
guaranteed if
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0 < λ ≤ (nσ2
1 max
s∈U\D

β(s)2)−1. (8)

As for ∆t, we set ∆t = λδ2.
A direct computation shows that, with this choice for the neighboring set,

the transition probabilities, and ∆t, for each q ∈ Q0 and k ≥ 0

mk
q =

2
λδCk

q


η1sh(δξk1 (q))
η2 sh(δξk2 (q))

...
ηn sh(δξkn(q))

 ,

V k
q = 2

λCk
q
diag(η2

1csh
(
δξk1 (q)), η

2
2csh(δξ

k
2 (q)), . . . , η

2
ncsh(δξ

k
n(q))

)
.

It is then easily verified that the equations in (6) are satisfied, which in turn
leads to the weak convergence result in Proposition 1.

Coupled noise components

We consider the case when the dimension n of S is even and matrix Γ =
diag(σ1, σ2, . . . , σn) satisfies σh = σh+n/2 > 0, h = 1, . . . , n/2. Moreover, we
assume that the diffusion term b in equation (1) takes the following form

b(s) =
[

I α(s) I
α(s) I I

]1/2

with α : Rn → [0, 1]. The components h and h + n/2 of S(·) are then both
directly affected only by the components h and h + n/2 of W (·), for every
h = 1, 2, . . . , n/2. Based on this observation, the immediate neighbors set Nq,
q ∈ δZn, can be chosen as follows:

Nq = {q + (i1η1δ, i2η2δ, . . . , inηnδ)| (i1, i2, . . . , in) ∈ I},
where I = {(i1, i2, . . . , in)| ∃h such that ih = ±1, ih+n/2 = ±1, ij = 0,∀j �=
h, h+ n/2}. The 2n elements of Nq have the following expression

q1++ = q + (+η1δ, 0, . . . , 0,+η1δ, 0, . . . , 0)
q1−− = q + (−η1δ, 0, . . . , 0,−η1δ, 0, . . . , 0)
q1+− = q + (+η1δ, 0, . . . , 0,−η1δ, 0, . . . , 0)
q1−+ = q + (−η1δ, 0, . . . , 0,+η1δ, 0, . . . , 0)
q2++ = q + (0,+η2δ, . . . , 0, 0,+η2δ, . . . , 0)
q2−− = q + (0,−η2δ, . . . , 0, 0,−η2δ, . . . , 0)
q2+− = q + (0,+η2δ, . . . , 0, 0,−η2δ, . . . , 0)
q2−+ = q + (0,−η2δ, . . . , 0, 0,+η2δ, . . . , 0)

...
q(n/2)++ = q + (0, 0, . . . , 0,+ηn/2δ, . . . , 0, 0, . . . , 0,+ηn/2δ)
q(n/2)−− = q + (0, 0, . . . , 0,−ηn/2δ, . . . , 0, 0, . . . , 0,−ηn/2δ)
q(n/2)+− = q + (0, 0, . . . , 0,+ηn/2δ, . . . , 0, 0, . . . , 0,−ηn/2δ)
q(n/2)−+ = q + (0, 0, . . . , 0,−ηn/2δ, . . . , 0, 0, . . . , 0,+ηn/2δ),
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where we used the fact that ηi = σi
σ̄ = σi+n/2

σ̄ = ηi+n/2, i = 1, . . . , n/2.
We now define the transition probabilities in (5):
If q ∈ Q0, then

P{Qk+1 = q′|Qk = q} =

pkq (q) =
ξk0 (q)
C

, q′ = q

pkqi++
(q) =

(1 + α(q)) exp(δξki++
(q))

Ccsh(δξki++
(q))

, q′ = qi++ , i = 1, . . . , n/2

pkqi−−
(q) =

(1 + α(q)) exp(−δξki++
(q))

Ccsh(δξki++
(q))

, q′ = qi−− , i = 1, . . . , n/2

pkqi+−
(q) =

(1− α(q)) exp(δξki+−(q))

Ccsh(δξki+−(q))
, q′ = qi+− , i = 1, . . . , n/2

pkqi−+
(q) =

(1− α(q)) exp(−δξki+−(q))

Ccsh(δξki+−(q))
, q′ = qi−+ , i = 1, . . . , n/2

0, otherwise,

(9)

where
ξk0 (q) =

4
λσ̄2 − 2n,

ξki++
(q) = [a(q,k∆t)]i+[a(q,k∆t)]i+n/2

ηiσ̄2(1+α(q)) , i = 1, . . . , n/2

ξki+−(q) =
[a(q,k∆t)]i−[a(q,k∆t)]i+n/2

ηiσ̄2(1−α(q)) , i = 1, . . . , n/2

C = 4
λσ̄2 ,

λ is a positive constant that has to be chosen small enough such that ξk0 (q)
defined above is positive for all q ∈ Q and all k ≥ 0. In particular, this is
guaranteed if

0 < λ ≤ (σ̄2n/2)−1. (10)

The time elapsed between successive jumps is set equal to ∆t = λδ2.
It can be verified that, with this choice for the neighboring set, the tran-

sition probabilities, and ∆t, for each q ∈ Q0 and each k ≥ 0,
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mk
q =

2
λδC



η1(1 + α(q))
sh(δξk1++

(q))

csh(δξk1++
(q))

+ η1(1− α(q))
sh(δξk1+−(q))

csh(δξk1+−(q))
...

ηn/2(1 + α(q))
sh(δξk(n/2)++

(q))

csh(δξk(n/2)++
(q))

+ ηn/2(1− α(q))
sh(δξk(n/2)+−(q))

csh(δξk(n/2)+−
(q))

η1(1 + α(q))
sh(δξk1++

(q))

csh(δξk1++
(q))

− η1(1− α(q))
sh(δξk1+−(q))

csh(δξk1+−(q))
...

ηn/2(1 + α(q))
sh(δξk(n/2)++

(q))

csh(δξk(n/2)++
(q))

− ηn/2(1− α(q))
sh(δξk(n/2)+−(q))

csh(δξk(n/2)+−
(q))



,

V k
q =

[
I α(q)I

α(q)I I

]
Γ 2

So if δ → 0 and we always choose q to be a point in Q0 closest to a fixed
s ∈ U \ D, then

mk
q → a(s, k∆t)

V k
q →

[
I α(q)I

α(q)I I

]
Γ 2 = b(s)Γ 2b(s)T .

Therefore, we conclude that Proposition 1 holds in this case as well.

2.4 An iterative algorithm for reachability computations

We next describe an iterative procedure to compute the probability Pc,δ that
approximates the probability of conflict Pc in (3):

Pc,δ := P{Qkf ∈ ∂QD}
= P{Qk hits ∂QD before hitting ∂QU within 0 ≤ k ≤ kf},

with the chain {Qk, k ≥ 0} starting from a point q̄ ∈ Q closest to S(0).
We address both the finite and infinite horizon cases (kf < ∞ and kf =

∞).
Let

P
(k)
c,δ (q) := P{Qkf ∈ ∂QD|Qk = q}, (11)

be a set of functions defined on Q and indexed by k = 0, 1, . . . , kf . Since
the chain {Qk, k ≥ 0} starts at q̄ at k = 0, the desired quantity Pc,δ can
be expressed in terms of the introduced functions as P (0)

c,δ (q̄). The procedures

described below determine the whole set of functions P
(k)
c,δ : Q → R for k =
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0, 1, . . . , kf . This has the advantage that at any future time t ∈ [0, tf ] an
estimate of the probability of conflict over the new time horizon [t, tf ] is
readily available, eliminating the need for re-computation. As a matter of
fact, for each t ∈ [0, tf ], P

(�t/∆t�)
c,δ : Q → R represents an estimate of the

probability of conflict over the time horizon [t, tf ] as a function of the value
taken by the state at time t.

To compute P
(0)
c,δ , fix a k such that 0 ≤ k < kf . It is easily seen then that

P
(k)
c,δ : Q → R satisfies the following recursive equation

P
(k)
c,δ (q) =


pkq (q)P

(k+1)
c,δ (q) +

∑
q′∈Nq

pkq′(q)P
(k+1)
c,δ (q′), q ∈ Q0

1, q ∈ ∂QD
0, q ∈ ∂QU .

(12)

This is the key equation to compute P
(0)
c,δ .

Finite horizon

In the finite horizon case (kf < ∞), the probability Pc,δ = P
(0)
c,δ (q̄) can be

computed by iterating equation (12) backward kf times starting from k =
kf − 1 and using the initialization P

(kf )
c,δ (q) = P̄ (q), q ∈ S, where

P̄ (q) =

{
1, if q ∈ ∂SD

0, otherwise.
(13)

The reason for the above initialization is obvious considering the defini-
tion (11) of P (k)

c,δ .
The procedure to compute an approximation of Pc in the finite horizon

case is summarized in the following algorithm.

Algorithm 1 Given S(0), a : Rn×T → Rn, b : Rn → Rn×n, Σ, and D, then

1. Select the open set U ⊂ Rn containing D, and fix δ > 0.
2. Define the Markov chain {Qk, k ≥ 0} with state space Q = (U \ D) ∩ δZn

and appropriate transition probabilities.
3. Set k̄ = kf and initialize P

(k̄)
c,δ with P̄ defined in equation (13).

4. For k = k̄−1, . . . , 0, compute P
(k)
c,δ from P

(k+1)
c,δ according to equation (12).

5. Choose a point q̄ in S closest to S(0) and set Pc,δ = P
(0)
c,δ (q̄).

As for the choice of the grid size δ, one has to take into consideration
different aspects:

i) In a time interval of length ∆t, the maximal distance that the Markov
chain can travel is ηiδ along the direction xi, i = 1, . . . , n. Thus given U ,
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for the diffusion process S(t) to be approximated by the Markov chain, the
component along the xi axis |[a(·, ·)]i| of a(·, ·) has to be upper bounded
roughly by ηiδ

∆t over T × U \ D, for any i = 1, . . . , n. In view of Remark
1, this condition translates into upper bounds on the admissible values
for δ. In particular, in the aircraft safety analysis case ∆t = λδ2, hence
δ ≤ mini ηi

λ|[a(·,·)]i| . Thus, fast diffusion processes cannot be simulated by
Markov chains corresponding to large δ’s.

ii) For a fixed grid size δ, the size of the state space Q is of the order of
1/δn, so each iteration in Algorithm 1 takes a time proportional to 1/δn.
The number of iterations is given by kf ? tf/∆t. If ∆t is proportional
to δ2 as in the safety analysis case, the running time of Algorithm 1 is
proportional to 1/δn+2.

Therefore, for small δ’s the running time may be too long, but large δ’s
may not allow for the simulation of fast moving processes. A suitable δ is a
compromise between these two conflicting requirements.

Infinite horizon

In the infinite horizon case kf =∞, hence Algorithm 1 cannot be applied di-
rectly since it would take infinitely many iterations. In this section we consider
a special case in which this difficulty can be easily overcome.

We start by rewriting the iteration law (12) in matrix form. Arrange the
sequence {P (k)

c,δ (q), q ∈ Q0} into a long column vector according to some fixed

ordering of the points in Q0, and denote it by P(k)
c,δ ∈ R|Q

0|. Here |Q0| is the
cardinality of Q0. Then equation (12) can be written as

P(k)
c,δ = A(k)P(k+1)

c,δ + b(k) (14)

for suitably chosen matrix A(k) ∈ R|Q0|×|Q0| and vector b(k) ∈ R|Q0|. Note
that A(k) is a sparse positive matrix with the property that the sum of its
elements on each row is smaller than or equal to 1, where equality holds if and
only if that row corresponds to a point in (Q0)0, the interior of Q0 consisting
of all those points in Q0 whose immediate neighbors all belong to Q0. On the
other hand, b(k) is a positive vector with nonzero elements on exactly those
rows corresponding to points on the boundary ∂(Q0) = Q0 \ (Q0)0 of Q0.
Both A(k) and b(k) depend on the grid size δ. We do not write it explicitly
to simplify the notation.

Suppose that from some time instant tc on, a(s, t), s ∈ Rn, t ∈ T , remain
constant in time. Under this assumption, we have thatA(k) ≡ A and b(k) ≡ b
for k > kc := < tc

∆t=. Hence, for k > kc equation (14) becomes

P(k)
c,δ = AP(k+1)

c,δ + b. (15)

We next address the problem of computing P(kc+1)
c,δ . Once we have determined

P(kc+1)
c,δ , we can execute Algorithm 1 with step 2 replaced by
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2’. Set k̄ = kc + 1 and initialize P
(k̄)
c,δ with P

(kc+1)
c,δ .

to determine the approximation P
(0)
c,δ (q̄) of Pc.

The procedure to compute P(kc+1)
c,δ rests on the following lemma.

Lemma 1. The eigenvalues of A are all in the interior of the unit disk of the
complex plane. 34

Proof. Suppose that A has an eigenvalue γ with |γ| ≥ 1, and let v be an
eigenvector such that Av = γv. Assume that |vi| = max(|v1|, . . . , |v|Q0||) for
some i. Then

|vi| ≤ |γvi| = | [Av]i| ≤
|Q0|∑
j=1

Aij |vj | ≤
|Q0|∑
j=1

Aij |vi| ≤ |vi|,

which is possible only if |v1| = · · · = |v|Q0||. However, this leads to a contradic-
tion since by changing i in the above equation to one such that

∑|Q0|
j=1 Aij < 1,

one gets |vi| < |vi|. 34

Based on Lemma 1, we draw the following facts regarding equation (15):

Lemma 2. Consider equation

P(k) = AP(k+1) + b. (16)

i) There is a unique P ∈ R|Q0| satisfying

P = AP+ b. (17)

ii)Starting from any initial value P(k0) at some k0 and iterating equation (16)
backward in time, P(k) converges to the fix point P as k → −∞. Moreover,
if P(k0) ≥ P, then P(k) ≥ P for all k ≤ k0. Conversely, if P(k0) ≤ P, then
P(k) ≤ P for all k ≤ k0. Note that here the symbols ≥ and ≤ denote
component-wise comparison between vectors. 34

Proof. P = (I −A)−1b since I −A is invertible by Lemma 1. Define e(k) =
P(k) − P. Then e(k) = Ae(k+1). So by Lemma 1, e(k) converges to 0 as
k → −∞. The last conclusion is a direct consequence of the fact that all
components of the matrix A and vector b are nonnegative. 34

Lemma 2 shows that equation (15) admits a fixed point P to which P(k) ob-
tained by iterating from any initial condition converges as k → −∞. Such a
fixed point is in fact the desired quantity P(kc+1)

c,δ . Thus one way of comput-

ing P(kc+1)
c,δ is to solve the linear equation (I −A)P(kc+1)

c,δ = b directly, using
sparse matrix computation tools if possible. In our simulations, we determined
P(kc+1)
c,δ by iterating equation (16) starting at some k0 from two initial con-

ditions P(k0)
l and P(k0)

u that are respectively a lower bound and an upper
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bound of P (for example, one can choose P(k0)
l to be identically 0 on Q0 and

P(k0)
u to be identically 1 on Q0). By Lemma 2, the iterated results at every

k ≤ k0 for the two initial conditions will provide a lower bound and an upper
bound of P(kc+1)

c,δ , respectively, which also converge toward each other (hence

to P(kc+1)
c,δ as well) as k → −∞. By running the iterations for the upper and

lower bounds in parallel we can determine an approximation of P(kc+1)
c,δ within

any accuracy.

Remark 2. As δ → 0, the size of the matrix A becomes larger. Moreover,
the ratio |(Q0)0|/|Q0| → 1. Hence A will have an eigenvalue close to 1 whose
corresponding eigenvector is close to (1, . . . , 1). This causes slower convergence
for the iteration (16) and numerical problems for the solution to the fixed point
equation (17). 34

2.5 Extension to the case when the initial state is uncertain

The procedure for estimating Pc can be easily extended to the case when the
initial state S(0) is not known precisely.

Suppose that S(0) is described as a random variable with distribution
µS(s), s ∈ U \ D. Then, the probability of entering the unsafe set D can be
expressed as

Pc =
∫
U\D

pc(s)dµS(s), (18)

where pc : U \ D → [0, 1] is defined by

pc(s) := P{S hits D before hitting Uc within the time interval T |S(0) = s}.

For each s ∈ U \ D, pc(s) is the probability of entering the unsafe set D over
the time horizon T when S(0) = s and is exactly the quantity estimated with
P

(0)
c,δ in the iterative procedure proposed in Section 2.4. The integral (18) then

reduces to a finite summation when approximating the map pc with P
(0)
c,δ .

3 Application to aircraft conflict prediction

In the current centralized ATM system, aircraft are prescribed to follow cer-
tain flight plans, and Air Traffic Controllers (ATCs) on the ground are re-
sponsible for ensuring aircraft safety by issuing trajectory specifications to
the pilots. The flight plan assigned to an aircraft is “safe” if by following it
the aircraft will not get into any conflict situation.

Conflict situations arise, for example, when an aircraft gets closer than a
certain distance to another aircraft or it enters some forbidden region of the
airspace. In the sequel, these conflicts are shortly referred to as “aircraft-to-
aircraft conflict” and “aircraft-to-airspace conflict”, respectively.
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The procedure used to prevent the occurrence of a conflict in ATM typ-
ically consists of two phases, namely, aircraft conflict detection and aircraft
conflict resolution. Automated tools are currently being studied to support
ATCs in performing these tasks. A comprehensive overview of the meth-
ods proposed in the literature for aircraft-to-aircraft conflict detection can
be found in [17] .

In automated conflict detection, models for predicting the aircraft future
position are introduced and the possibility that a conflict would happen within
a certain time horizon is evaluated based on these models ([33, 26, 27, 7]).
If a conflict is predicted, then the aircraft flight plans are modified in the
conflict resolution phase so as to avoid the actual occurrence of the predicted
conflict. The cost of the resolution action in terms of, for example, delay, fuel
consumption, deviation from originally planned itinerary, is usually taken into
account when selecting a new flight plan ([11, 32, 22, 10, 16, 23, 34, 15]).

The conflict detection issue can be formulated as a probabilistic safety ver-
ification problem, where the objective is to evaluate if the flight plan assigned
to an aircraft is “safe”. Safety can be assessed by estimating the probability
that a conflict will occur over some look-ahead time horizon. In practice, once a
prescribed threshold value of the probability of conflict is surpassed, an alarm
of corresponding severity should be issued to the air traffic controllers/pilots
to warn them on the level of criticality of the situation [33].

There are several factors that combined make this conflict analysis prob-
lem highly complicated, and as such impossible to solve analytically. Aircraft
flight plans can be, in principle, arbitrary motions in the three dimensional
airspace, and they are generally more complex than the simple planar lin-
ear motions assumed in [27, 8] when determining analytic expressions for the
probability of an aircraft-to-aircraft conflict. Also, forbidden airspace areas
may have an arbitrary shape, which can also change in time, as, for example,
in the case of a storm that covers an area of irregular shape that evolves dy-
namically. Finally, and probably most importantly, the random perturbation
to the aircraft motion is spatially correlated. Wind is a main source of uncer-
tainty on the aircraft position, and if we consider two aircraft, the closer the
aircraft, the larger the correlation between the wind perturbations. Although
this last factor is known to be critical, it is largely ignored in the current
literature on aircraft safety studies, probably because it is difficult to model
and analyze. The methods proposed in the literature to compute the proba-
bility of conflict are generally based on the description of the aircraft future
positions first proposed in [26]. In [26], each aircraft motion is described as
a Gaussian random process whose variance grows in time, and the processes
modeling the motions of different aircraft are assumed to be uncorrelated.
However, this assumption may be unrealistic in practice, and can cause erro-
neous evaluations of the probability of conflict, since the correlation between
the wind perturbations affecting the aircraft positions is stronger when two
aircraft are closer to each other. To our knowledge, the first attempt to model
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the wind perturbation to the aircraft motion for ATM applications was done
in [21], which inspired this work.

The model introduced for predicting the aircraft future position incorpo-
rates the information on the aircraft flight plan, and takes into account the
presence of wind as the main source of uncertainty on the aircraft actual mo-
tion. We address the general case when the aircraft might change altitude
during its flight. Modeling altitude changes is important not only because the
aircraft changes altitude when it is inside a Terminal Radar Approach Control
(TRACON) area, but also because altitude changes can be used as resolution
maneuvers to avoid, e.g., severe perturbation areas or conflict situations with
other aircraft ([28],[20],[16]).

It is important to note that we do not address issues related to a possible
discrepancy between the flight plan at the ATC level and that set by the
pilot on board of the aircraft. Modeling this aspect would require a more
complex stochastic hybrid model than the one introduced here, where the
hybrid component of the system is mainly due to changes in the aircraft
dynamics at the way-points prescribed by their flight plan. Detecting situation
awareness errors in fact requires modeling ATC and pilots by hybrid systems,
and building an observer for the overall hybrid system obtained by composing
the hybrid models of the agents and the aircraft.

The results illustrated here have appeared in [9], [12], and [13].

3.1 Model of the aircraft motion

In this section we introduce a kinematic model of the aircraft motion to predict
the aircraft future position during the time interval T = [0, tf ].

The airspace and the aircraft position at time t ∈ T are R3 and X(t) ∈ R3,
respectively. We assume that the flight plan assigned to the aircraft is specified
in terms of a velocity profile u : T → R3, meaning that at time t ∈ T the
aircraft plans to fly at a velocity u(t). Since, according to the common practice
in ATM systems, aircraft are advised to travel at constant speed piecewise
linear motions specified by a series of way-points, the velocity profile u is
taken to be a piecewise constant function.

We suppose that the main source of uncertainty in the aircraft future
position during the time interval T is the wind which affects the aircraft
motion by acting on the aircraft velocity. The wind contribution to the velocity
of the aircraft is due to the wind speed. Note that here we adopt the ATM
terminology and use the word ‘speed’ for the velocity vector.

The wind speed can be further decomposed into two components: i) a
deterministic term representing the nominal wind speed, which may depend
on the aircraft location and time t, and is assumed to be known to the ATC
through measurements or forecast; and ii) a stochastic term representing the
effect of air turbulence and errors in the wind speed measurements and fore-
cast.
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As a result of the above discussion, the positionX of the aircraft during the
time horizon T is governed by the following stochastic differential equation:

dX(t) = u(t)dt+ f(X, t)dt+Σ(X, t)dB(X, t), (19)

initialized with the aircraft current position X(0).
We next explain the different terms appearing in equation (19).
First of all, f : R3 × T → R3 is a time-varying vector field on R3: for a

fixed (x, t) ∈ R3 × T , f(x, t) represents the nominal wind speed at position x
and at time t. We call f the wind field.

B(·, ·) is a time-varying random field on R3×T modeling (the integral of)
air turbulence perturbations to aircraft velocity as well as wind speed forecast
errors. It can be thought of as the time integral of a Gaussian random field
correlated in space and uncorrelated in time. Formally, B(·, ·) has the following
properties:

i) for each fixed x ∈ R3,B(x, ·) is a standard 3-dimensional Brownian motion.
Hence dB(x, t)/dt can be thought of as a 3-dimensional white noise process;

ii) B(·, ·) is time increment independent. This implies, in particular, that the
collections of random variables {B(x, t2)− B(x, t1)}x∈R3 and {B(x, t4)−
B(x, t3)}x∈R3 are independent for any t1, t2, t3, t4 ∈ T , with t1 ≤ t2 ≤ t3 ≤
t4;

iii) for any t1, t2 ∈ T with t1 ≤ t2, {B(x, t2)−B(x, t1)}x∈R3 is an (uncountable)
collection of Gaussian random variables with zero mean and covariance

E
{
[B(x, t2)−B(x, t1)][B(y, t2)−B(y, t1)]T

}
= ρ(x−y)(t2−t1)I3, ∀x, y ∈ R3,

where I3 is the 3-by-3 identity matrix, and ρ : R3 → R is a continuous
function with ρ(0) = 1 and ρ(x) decreases to zero as x → ∞. In addi-
tion, ρ has to be non-negative definite in the sense that the k-by-k ma-
trix [ρ(xi − xj)]ki,j=1 is non-negative definite for arbitrary x1, . . . , xk ∈ R3

and positive integer k. See [1] for other equivalent conditions of this non-
negative definite requirement.

Remark 3. Typically the wind field f is supposed to satisfy some continuity
property. This condition, together with the monotonicity assumption on the
spatial correlation function ρ, is introduced to model the fact that the closer
two points in space, the more similar the wind speeds at those points, and, as
the two points move farther away from each other, their wind speeds become
more and more independent.

The spatial correlation function ρ : R3 → R can be taken to be ρ(x) =
exp(−ch‖x‖h − cv‖x‖v) for some cv ≥ ch > 0, where the subscripts h and v
stand for “horizontal” and “vertical”, and ‖(x1, x2, x3)‖h :=

√
x2

1 + x2
2 and

‖(x1, x2, x3)‖v := |x3| for any (x1, x2, x3) ∈ R3. This is to model the fact that
the wind correlation in space is weaker in the vertical direction.
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Exponentially decaying spatial correlation functions are a popular choice
for random field models in geostatistics [14]. This choice is actually suitable
for ATM applications. In [5], the wind field prediction made by the Rapid
Update Cycle (RUC [3]) developed at the National Oceanic and Atmospheric
Administration (NOAA) Forecast System Laboratory (FOL) is compared with
the empirical data collected by the Meteorological Data Collection Reporting
System (MDCRS) near Denver International Airport. The result of this com-
parison is that the spatial correlation statistics of the wind field prediction
errors is adequately described by an exponentially decaying function of the
horizontal separation.

As a random field, B(·, ·) is Gaussian, stationary in space (its finite dimen-
sional distributions remain unchanged when the origin of R3 is shifted), and
isotropic in the horizontal directions (its finite dimensional distributions are
invariant with respect to changes of orthonormal coordinates in the horizontal
directions).

Finally, Σ : R3×T → R3×3 modulates the variance of the random pertur-
bation to the aircraft velocity. We assume that Σ(·, ·) is a constant diagonal
matrix Σ given by Σ := diag(σh, σh, σv), for some constant σh, σv > 0. Note
that after the modulation of Σ the random contribution of the wind to the
aircraft velocity remains isotropic horizontally. However, its variance in the
vertical direction can be different from that in the horizontal ones.

Equation (19) can then be rewritten as

dX(t) = u(t)dt+ f(X, t)dt+Σ dB(X, t) (20)

with initial condition X(0).
Based on model (20) of the aircraft motion, we shall derive the equations

to study the aircraft-to-aircraft and aircraft-to-airspace problems.
Note that this simplified model of the aircraft motion does not take into

account the feedback control action of the flight management system (FMS),
which tries to reduce the tracking error with respect to the planned trajectory.
However, the algorithm described based on this model can be extended to
address also the case when a model of the FMS is included.

3.2 Aircraft-to-aircraft conflict problem

Consider two aircraft, say “aircraft 1” and “aircraft 2”, flying in the same
region of the airspace during the time interval T = [0, tf ].

According to the ATM definition, a two-aircraft encounter is conflict-free
if the two aircraft are either at a horizontal distance greater than r or at a
vertical distance greater than H during the whole duration of the encounter,
where r and H are prescribed quantities [28] . Currently, r = 5 nautical miles
(nmi) for en-route airspace and r = 3 nmi inside the TRACON area, whereas
H = 1000 feet (ft). If the two aircraft get closer than r horizontally and H
vertically at some t ∈ T , then, an aircraft-to-aircraft conflict occurs.
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Denote the position of aircraft 1 and aircraft 2 by X1 and X2, respectively.
Based on (20), the evolutions of X1(·) and X2(·) over the time interval T are
governed by

dX1(t) = u1(t)dt+ f(X1, t)dt+Σ dB(X1, t), (21)
dX2(t) = u2(t)dt+ f(X2, t)dt+Σ dB(X2, t), (22)

starting from the initial positions X1(0) and X2(0).
The probability of conflict can be expressed in terms of the relative position

Y := X2 −X1 of the two aircraft as

P{Y (t) ∈ D for some t ∈ T}, (23)

where D ∈ R3 is the closed cylinder of radius r and height 2H centered at the
origin.

Affine case

Let the wind field f(x, t) be affine in x, i.e.,

f(x, t) = R(t)x+ d(t), ∀x ∈ R3, t ∈ T,

where R : T → R3×3 and d : T → R3 are continuous functions. We shall show
that in this case we can refer to a simplified model for the two-aircraft system
to compute the probability of conflict.

Since the positions of the two aircraft, X1 and X2, are governed by equa-
tions (21) and (22), by subtracting (21) from (22), we have that the relative
position Y = X2 −X1 of aircraft 1 and aircraft 2 is governed by

dY (t) = v(t)dt+R(t)Y (t)dt+Σd[B(X2, t)−B(X1, t)], (24)

where v := u2− u1 is the nominal relative velocity. B(·, ·) can be rewritten in
the Karthunen-Loeve expansion as

B(x, t) =
∞∑
n=0

√
λnφn(x)Bn(t),

where {Bn(t)}n≥0 is a series of independent three-dimensional standard
Brownian motions, and {(λn, φn(x))}n≥0 is a complete set of eigenvalue and
eigenfunction pairs for the integral operator φ(x) �→

∫
R3 ρ(s− x)φ(s) ds, i.e.,{

λnφn(x) =
∫

R3 ρ(s− x)φn(s) ds,
ρ(x− y) =

∑∞
n=0 λnφn(x)φn(y),

∀x, y ∈ R3. (25)

Fix x1, x2 ∈ R3 and let y = x2 − x1. Define



A Stochastic Approximation Method for Reachability Computations 135

Z(t) := B(x2, t)−B(x1, t) =
∞∑
n=0

√
λn[φn(x2)− φn(x1)]Bn(t). (26)

Z(t) is a Gaussian process with zero mean and covariance

E{[Z(t2)− Z(t1)][Z(t2)− Z(t1)]T } = 2[1− ρ(y)](t2 − t1)I3, ∀t1 ≤ t2,

where the last equation follows from (25) and the fact that ρ(0) = 1. Note
also that Z(0) = 0. Therefore, in terms of distribution we have

Z(t) d=
√
2[1− ρ(y)]W (t), (27)

where W (t) is a standard 3-dimensional Brownian motion.
As a result, (24) can then be approximated weakly by

dY (t) = v(t)dt+R(t)Y (t)dt+
√
2[1− ρ(Y )]Σ dW (t). (28)

By this we mean that the stochastic process Y (t) = X2(t) −X1(t) obtained
by subtracting the solution to (21) from the solution to (22) initialized re-
spectively with X1(0) and X2(0) has the same distribution as the solution to
(28) initialized with Y (0) = X2(0)−X1(0).

Equation (28) is a particular case of (1) with S = Y , Γ = Σ, a(y, t) =
v(t)+R(t)y, and b(y) =

√
2[1− ρ(y)]I, with the discontinuity in a caused by

the discontinuity in the aircraft flight plan at the prescribed timed way-points.
Given that b(y) = β(y)I with β(y) :=

√
2[1− ρ(y)], we can apply Algorithm

1 to estimate the probability of conflict (23) with the transition probabilities
of the approximating Markov chain given by (7).

Examples of 2-D aircraft-to-aircraft conflict prediction

We consider two aircraft flying in the same region of the airspace at a fixed
altitude. The two-aircraft system is described by equations (21) and (22), with
X1 and X2 denoting the two aircraft positions and taking values in R2. Note
that the model described in Section 3.1 refers to the 3D flight case, where the
aircraft positions take value in R3. However, it can be easily reformulated for
the 2D case by minor modifications. In the 2D case, a conflict occurs when
Y = X2 −X1 enters the unsafe set D = {y ∈ R2 : ‖y‖ ≤ r}.

In the following examples the safe distance r is set equal to 3, whereas the
spatial correlation function ρ and matrix Σ are given by ρ(y) = exp(−c‖y‖),
y ∈ R2 and Σ = σI, where c and σ are positive constants. In all the plots of
the estimated probability of conflict, the reported level curves refer to values
0.1, 0.2, . . . , 0.9.

Unless otherwise stated, in all of the examples in this subsection we use
the following parameters:

The time interval of interest is T = [0, 40]. The relative velocity of the two
aircraft during the time horizon T is given by



136 Maria Prandini and Jianghai Hu

v(t) =


(2, 0), 0 ≤ t < 10;
(0, 1), 10 ≤ t < 20;
(2, 0), 20 ≤ t ≤ 40.

The parameter σ is equal to 1.
Based on the values of T and v(t), t ∈ T , the domain U is chosen to be

the open rectangle (−80, 10) × (−40, 10). The grid size is δ = 1, hence the
sampling time interval is ∆t = λδ2 = (4σ2)−1δ2 = 0.25.

λ appearing in (7) is set equal to λ = (4σ2)−1.

Example 1. We consider the case when the wind field is identically zero:
f(x, t) = 0, for all t ∈ T , x ∈ R2. We set c = 0.2 in the spatial correlation
function ρ. In Figure 2 we plot the level curves of the estimated probability of
conflict over the time horizon [t, tf ] as a function of the aircraft relative posi-
tion at time t. As one can expect, the probability of conflict over [t, tf ] takes
higher values along the nominal path, which is the path traced by a point that
starts from the origin at time tf = 40 and moves backward in time according
to the nominal relative velocity v(·) until time t. Furthermore, as the relative
positions between the aircraft at time t move farther away from that path,
the probability of conflict decreases. Experiments (not reported here) show
that the smaller the variance parameter σ, the faster this decrease.
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Fig. 2. Example 1. Level curves of the estimated probability of conflict over the
time horizon [t, 40]. Left: t = 0. Center: t = 10. Right: t = 20. (c = 0.2)

Example 2. This example differs from the previous one only in the value of c,
which is now set equal to c = 0.05. Then ρ(y) = exp(−0.05‖y‖) for y ∈ R2,
which decreases much more slowly than in the previous case as ‖y‖ increases.
Since ρ characterizes the strength of spatial correlation in the random field
B(·, ·), this means that the random components of the wind contributions to
the two aircraft velocities tend to be more correlated to each other than in
Example 1. In Figure 3, we plot the level curves of the estimated probabil-
ity of conflict over [t, tf ] in the cases t = 0, t = 10, and t = 20. One can
see that, compared to the plots in Figure 2, the regions with higher proba-
bility of conflict in Figure 3 are more concentrated along the nominal path,
which is especially evident near the origin. In a sense, this implies that the
current approaches to estimating the probability of conflict, based on the as-
sumption of independent wind perturbations to the aircraft velocities, could
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be pessimistic. The intuitive explanation of this phenomenon is that random
wind perturbations to the aircraft velocities with larger correlations are more
likely to cancel each other, resulting in more predictable behaviors and hence
smaller probability of conflict.
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Fig. 3. Example 2. Level curves of the estimated probability of conflict over the
time horizon [t, 40]. Left: t = 0. Center: t = 10. Right: t = 20. (c = 0.05)

Example 3. In this example, we choose c = 0.05 as in Example 2. However,
we assume that there is a nontrivial affine wind field f defined by

f(x, t) = R(t)[x− z(t)], x ∈ R2, t ∈ [0, 40],

where

R(t) ≡ 1
50

[
0 1
−1 0

]
, z(t) =

[
3t

t2/5

]
.

The wind field f can be viewed as a windstorm swirling clockwise, whose
center z(t) accelerates along a curve during T . In fact, the choice of z(t) will
have no effect on the probability of conflict since it does not affect the aircraft
relative position. In the first row of Figure 4, we plot the wind field f in the
region [−100, 200]× [−100, 200] at the time instant t = 0 and the level curves
of the estimated probability of conflict over [t, tf ], at t = 0. In the second
and third rows we represent similar plots for t = 10 and t = 20, respectively.
One can see that, compared to the results in Figure 3, the regions with high
probability of conflict are “bent” counterclockwise, and the farther away from
the origin, the more the bending. This is because the net effect of the wind field
f on the relative velocity v of the two aircraft is RY , which points clockwise
when the relative position Y is in the third quarter of the Cartesian plane.

Example 4. Suppose now that in Example 3 we change the ending epoch tf
from 40 to infinity, and assume that the relative velocity v remains constant
and equal to (2, 0)T from time 20 on. For this infinite horizon problem, we can
obtain an estimate of the probability of conflict at time t = 0, 10, 20 as drawn
from top to bottom in Figure 5. Note that, unlike in the previous examples,
the regions with high probability of conflict extend outside the domain U and
are truncated. This is the price we pay to evaluate numerically the probability
of conflict.



138 Maria Prandini and Jianghai Hu

−100 −50 0 50 100 150 200
−100

−50

0

50

100

150

200

−100 −50 0 50 100 150 200
−100

−50

0

50

100

150

200

−100 −50 0 50 100 150 200
−100

−50

0

50

100

150

200

−80 −70 −60 −50 −40 −30 −20 −10 0 10
−40

−30

−20

−10

0

10

−80 −70 −60 −50 −40 −30 −20 −10 0 10
−40

−30

−20

−10

0

10

−80 −70 −60 −50 −40 −30 −20 −10 0 10
−40

−30

−20

−10

0

10

Fig. 4. Example 3. Wind field at time t, and level curves of the estimated probability
of conflict over the time horizon [t, 40]. Left: t = 0. Center: t = 10. Right: t = 20.
(c = 0.05)
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Fig. 5. Example 4. Wind field at time t, and level curves of the estimated probability
of conflict over the time horizon [t,∞]. Left: t = 0. Center: t = 10. Right: t = 20.
(c = 0.05)

Examples of 3-D aircraft-to-aircraft conflict prediction

We consider a two-aircraft encounter where the aircraft positions X1 and X2

take values in R3 and are governed by equations (21) and (22).
The wind field f is assumed to be identically zero. A conflict occurs when

Y = X2 −X1 enters the unsafe set D = {y ∈ R2 : ‖y‖h ≤ r, ‖y‖v ≤ H}. Here
we set r = 3 and H = 1.

We consider the case when ρ(y) = exp(−ch‖y‖h−cv‖y‖v), y ∈ R3, with ch
and cv positive constants, and the matrix Σ is given by Σ = diag(σh, σh, σv),
where σh = 1 and σv = 0.5.

We evaluate the probability that a conflict situation occurs within the time
horizon T = [0, 40], when the relative velocity of the two aircraft during T is
given by
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v(t) =

{
(2, 0, 0), 0 ≤ t < 5;
(0, 1, 1), 5 ≤ t ≤ 10.

Based on the values taken by T , v(·), r and H, we choose the domain U to
be U = (−30, 15) × (−15, 10) × (−15, 10). We set the discretization step size
δ = 1, and λ = (6σ2

h)
−1 = 1/6. Thus ∆t = λδ2 = 1/6.

Figure 6 represents the estimated probability of conflict over the time
horizon [0, 10] as a function of the relative position of the two aircraft at
time t. The plots refer to the cases when ch = 0.2, cv = 0.5 and ch = 0.05,
cv = 0.05 shown column-wise from left to right. In each column, we have
the three dimensional isosurface at value 0.2 of the estimated probability of
conflict viewed from different angles. The relevance of isosurfaces is that, in
practice, once the relative position of the two aircraft is within the isosurface
at a prescribed threshold value, an alarm of corresponding severity should be
issued to the pilots to warn them on the level of criticality of the situation
([33]).

Note that when the parameters ch and cv of the spatial correlation function
ρ are set equal to ch = cv = 0.05, the wind spatial correlation is increased.
As a consequence of this fact, the isosurface at 0.2 concentrates more tightly
along the deterministic path that leads to a conflict, and it extends longer as
well.

General case

If no assumption is made on the wind field f(x, t), to compute the probability
of conflict (23), it no longer suffices to consider only the relative position of
the two aircraft as in the affine case. Instead, we have to keep track of the two
aircraft positions.

Define

X̂ =
[
X1

X2

]
∈ R6.

Then equations (21) and (22) can be written in terms of X̂ as a single equation:

dX̂(t) = û(t)dt+ f̂(X̂, t)dt+ Σ̂dB̂(X̂, t), (29)

where we set

Σ̂ :=
[
Σ 0
0 Σ

]
, û(t) :=

[
u1(t)
u2(t)

]
, f̂(X̂, t) =

[
f(X1, t)
f(X2, t)

]
, B̂(X̂, t) :=

[
B(X1, t)
B(X2, t)

]
.

Fix x̂ ∈ R6. Let Ẑ(t) := Σ̂ B̂(x̂, t). {Ẑ(t), t ≥ 0} is a Gaussian process
with zero mean and covariance

E[Ẑ(t)Ẑ(t)T ] =
[

t I3 ρ̂(x̂) t I3
ρ̂(x̂) t I3 t I3

]
Σ̂2,
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Fig. 6. Estimated probability of conflict over the time horizon [0, 10]: isosurface at
value 0.2. Left: ch = 0.2 and cv = 0.5. Right: ch = 0.05 and cv = 0.05. First row:
top view. Second row: side view. Third row: three dimensional plot.

with ρ̂(x̂) := ρ(x1 − x2), with x̂ := (x1, x2). Analogously to the previous

section, in terms of distribution, Ẑ(t)
d? σ(x̂)Σ̂ Ŵ (t), where Ŵ (t) is a standard

Brownian motion in R6, and

σ(x̂) :=
[

I3 ρ̂(x̂) I3
ρ̂(x̂) I3 I3

]1/2

∈ R6×6.

As a result, (29) becomes

dX̂(t) = û(t)dt+ f̂(X̂, t)dt+ σ(X̂)Σ̂ dŴ (t). (30)

Equation (29) is a particular case of (1) with S = X̂, Γ = Σ̂, a(x̂, t) =
û(t) + f̂(x̂, t), and b(x̂) = σ(x̂). In this case, we can apply Algorithm 1 to
estimate the probability of conflict (23) with the transition probabilities of
the approximating Markov chain given by (9).
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Example 5. In this example, we consider two aircraft flying in the same region
of the airspace at a fixed altitude. The safe distance r is set equal to 3,
whereas the spatial correlation function ρ and matrix Σ are given by ρ(y) =
exp(−c‖y‖), y ∈ R2 and Σ = σI, where c = 1 and σ = 2.

The time interval of interest is T = [0, 20]. The velocities of the two aircraft
during the time horizon T are supposed to be constant and given by

u1(t) =
[
4
0

]
, u2(t) =

[
2
0

]
, 0 ≤ t ≤ 20.

The wind field is assumed to depend only on the spatial coordinate x ∈ R2 as
follows

f(x, t) =

[
exp[([x]1+20)/2]−1
exp[([x]1+20)/2]+1

0

]
.

where [x]1 is the first component of x. Under this wind field model, the wind
direction is along the [x]1 axis from right to left on the half-plane with [x]1 <
−20, and from left to right on the half-plane with [x]1 > −20. The maximal
strength ‖f(x, t)‖ of the wind is 1, which is achieved when [x]1 → ±∞.

Based on the values taken by T , and u1(t), u2(t), t ∈ T , we set U :=
U1 × U2, with U1 and U2 open rectangles U1 = (−100, 30) × (−24, 24) and
U2 = (−60, 80)× (−16, 16). Finally, we set λ = (2σ2)−1 = 0.125 and δ = 1.5,
so that ∆t = λδ2 = 9/32.

In Figure 7, we plot the level curves of the estimated probability of con-
flict as a function of the initial position of aircraft 1, for five different initial
positions of aircraft 2: (−40, 0), (−30, 0), (−20, 0), (0, 0), and (20, 0), moving
from top to bottom in the figure. On each row, the figure on the left side
corresponds to the probability of conflict as computed by Algorithm 1. Since
we use a relative coarse grid δ = 1.5, the level curves are not smooth. For
better visualization, we plot on the right side the level curves of a smoothed
version of the probability of conflict maps, whose value at each grid point
w ∈ U1 ∩ δZ2 is the average value of the probability of conflict at w and
its four immediate neighboring points w1−, w1+, w2−, w2+. In effect, this is
equivalent to passing the original probability of conflict map through a low
pass filter. This also corresponds to assuming that there is uncertainty in the
initial position of aircraft 1, such that it is equally probable that aircraft 1
occupies its nominal position and the four immediate neighboring grid points.

In the reported example, we see that, unlike the affine wind field case,
the probability of conflict in general depends on the initial positions of both
aircraft, not just on their initial relative position. If the probability of conflict
would depend only on the aircraft initial relative position, then the level curves
in the plots of Figure 7 will be all identically shaped and one could be obtained
from another by translation of an amount given by the difference between the
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Fig. 7. Example 5. Left: Level curves of the estimated probability of conflict over
the time horizon [0, 20] as a function of the initial position of aircraft 1 for fixed
initial position of aircraft 2 (from top to bottom: (−40, 0), (−30, 0), (−20, 0), (0, 0),
and (20, 0)). Right: Level curve of a smooth version of the corresponding quantity
on the left (Non-affine wind field.)

corresponding initial positions of aircraft 2, which is obviously not the case in
Figure 7.

The dependence of the probability of conflict on the initial positions of both
aircraft rather than simply their relative position is more eminent at those
places where there is a large acceleration (or deceleration) in wind components,
i.e., at those places with higher degree of nonlinearity in the wind field. If the
nonlinearity of the wind field is relatively small, the two-aircraft system could
be described in terms of the their relative position, significantly reducing the
computation time.

3.3 Aircraft-to-airspace conflict problem

An aircraft-to-airspace conflict occurs when the aircraft enters a forbidden
area of the airspace. For a variety of reasons, an aircraft trajectory is con-
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strained to limited spaces during a flight. Large sectors of airspace over Eu-
rope are “no-go” because of, for example, Special Use Airspace (SUA) areas
in the military airspace or separation buffers around strategically important
objects. Airspace restrictions can also originate dynamically due to severe
weather conditions or high traffic congestion causing some airspace area to
exceed its maximal capacity. The management of air traffic as density in-
creases around the restricted areas is then crucial to avoid aircraft-to-airspace
conflicts.

Consider an aircraft flying in some region of the airspace. An aircraft-to-
airspace conflict occurs if the aircraft enters the prohibited area within the
look-ahead time horizon T . If this area can be described by a set D ⊂ R3,
then this problem can be formulated as the estimation of the probability

P{X(t) ∈ D for some t ∈ T} (31)

where X(t) is the aircraft position at time t ∈ T and is obtained by (20)
initialized with X(0).

Note that we are considering a single aircraft, and, for each fixed x ∈
Rn, B(x, ·) is a standard 3-dimensional Brownian motion, and B(·, ·) is time
increment independent and stationary. We can then replace B(·, ·) with a
standard Brownian motion W (·), and refer to

dX(t) = u(t)dt+ f(X, t)dt+Σ dW (t), (32)

initialized with X(0), for the purpose of computing the probability in (31).
Equation (32) is a particular case of (1) with S = X, Γ = Σ, a(x, t) =

u(t) + f(x, t), and b(x) = I. In this case, we can apply Algorithm 1 to esti-
mate the probability of conflict (23) with the transition probabilities of the
approximating Markov chain given by (7).

Example 6. Suppose that an aircraft is flying along the x1-axis while climbing
up at an accelerated rate according to the flight plan u(t) = (3/2, 0, 2t/75),
t ∈ T = [0, 15]. The wind field f is assumed to be identically zero. The matrix
Σ is given by Σ = diag(σh, σh, σv), where σh = 1 and σv = 0.5.

Consider a prohibited airspace area D given by the union of two ellipsoids
specified by {(x1, x2, x3) ∈ R3 : 2(x1 + 4)2 + (x2 − 4)2 + 10x2

3 ≤ 9} and
{(x1, x2, x3) ∈ R3 : x2

1 +2(x2 +5)2 +10x2
3 ≤ 16}, in the (x1, x2, x3) Cartesian

coordinate system with x3 representing the flight level.
Figure 8 shows the plots of the isosurface at value 0.2 of the probability

of conflict as a function of the aircraft initial position, at time t = 0, t = 5,
and t = 10, viewed from three different angles. The probability of conflict is
estimated through Algorithm 1 with U = (−38, 6) × (−15, 11) × (−6, 3) and
δ = 1.
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Fig. 8. Estimated probability of conflict over the time horizon [t, 15]: isosurface at
value 0.2. Left: t = 0. Center: t = 5. Right: t = 10. First row: 3D plot. Second row:
top view. Third row: side view.

4 Conclusions

In this work, we describe a novel grid-based method for estimating the prob-
ability that the trajectories of a system governed by a stochastic differential
equation with time-driven jumps will enter some target set during some pos-
sibly infinite look-ahead time horizon. The distinguishing feature of the pro-
posed method is that it is based on a Markov chain approximation scheme,
integrating a backward reachability computation procedure.

This method is applied to estimate the probability that two aircraft flying
in the same region of the airspace get closer than a certain safety distance and
the probability that an aircraft enters a forbidden airspace area. The intended
application is aircraft conflict detection, with the final objective of supporting
air traffic controllers in detecting potential conflict situations so as to improve
the efficiency of the air traffic management system in terms of airspace usage.

It is worth noticing that, though we provide as an application example air
traffic control, our results may have potentials in other safety-critical contexts,
where the safety verification problem can be reformulated as that of verifying
if a given stochastic system trajectories will eventually enter some unsafe set.

Grid-based methods are generally computationally intensive. On the other
hand, the outcome of the proposed grid-based algorithm is a map that asso-
ciates to each admissible initial condition of the system the corresponding
estimate of the probability of entering the unsafe set, which could be used not
only for detecting an unsafe situation, but also for designing an appropriate
action to timely steer the system outside the unsafe set. One could, for ex-
ample, force the system to slide along a certain iso-surface depending on the
trust level.



A Stochastic Approximation Method for Reachability Computations 145

References

1. R.J. Adler. The Geometry of Random Fields. John Wiley & Sons, 1981.
2. R. Alur, T. Henzinger, G. Lafferriere, and G.J. Pappas. Discrete abstractions
of hybrid systems. Proceedings of the IEEE, 88(2):971–984, 2000.

3. S.G. Benjamin, K. J. Brundage, P. A. Miller, T. L. Smith, G. A. Grell, D. Kim,
J. M. Brown, T. W. Schlatter, and L. L. Morone. The Rapid Update Cycle
at NMC. In Proc. Tenth Conference on Numerical Weather Prediction, pages
566–568, Portland, OR, Jul. 1994.

4. A. Chutinan and B.H. Krogh. Verification of infinite-state dynamic systems us-
ing approximate quotient transition systems. IEEE Transactions on Automatic
Control, 46(9):1401–1410, 2001.

5. R.E. Cole, C. Richard, S. Kim, and D. Bailey. An assessment of the 60 km
rapid update cycle (RUC) with near real-time aircraft reports. Technical Report
NASA/A-1, MIT Lincoln Laboratory, Jul. 1998.

6. R. Durrett. Stochastic calculus: A practical introduction. CRC Press, 1996.
7. H. Erzberger, R.A. Paielli, D.R. Isaacson, and M.M. Eshow. Conflict detec-
tion and resolution in the presence of prediction error. In Proc. of the 1st
USA/Europe Air Traffic Management R & D Seminar, Saclay, France, June
1997.

8. J. Hu, J. Lygeros, M. Prandini, and S. Sastry. Aircraft conflict prediction and
resolution using Brownian Motion. In Proc. of the 38th Conf. on Decision and
Control, Phoenix, AZ, December 1999.

9. J. Hu and M. Prandini. Aircraft conflict detection: a method for computing
the probability of conflict based on Markov chain approximation. In European
Control Conf., Cambridge, UK, September 2003.

10. J. Hu, M. Prandini, and S. Sastry. Optimal maneuver for multiple aircraft
conflict resolution: a braid point of view. In Proc. of the 39th Conf. on Decision
and Control, pages 4164–4169, Sydney, Australia, December 2000.

11. J. Hu, M. Prandini, and S. Sastry. Optimal coordinated maneuvers for three
dimensional aircraft conflict resolution. Journal of Guidance, Control and Dy-
namics, 25(5):888–900, 2002.

12. J. Hu, M. Prandini, and S. Sastry. Optimal maneuver for multiple aircraft
conflict resolution: a braid point of view. In AIAA Guidance, Navigation, and
Control Conference and Exhibit, Austin, USA, August 2003.

13. J. Hu, M. Prandini, and S. Sastry. Probabilistic safety analysis in three dimen-
sional aircraft flight. In Proc. of the 42nd Conf. on Decision and Control, Maui,
USA, December 2003.

14. E. H. Isaaks and R.M. Srivastava. An Introduction to Applied Geostatistics.
Oxford University Press, 1989.

15. J. Kosecka, C. Tomlin, G.J. Pappas, and S. Sastry. Generation of Conflict Reso-
lution Maneuvers For Air Traffic Management. In Proc. of the IEEE Conference
on Intelligent Robotics and System ’97, volume 3, pages 1598–1603, Grenoble,
France, September 1997.

16. J. Krozel and M. Peters. Strategic conflict detection and resolution for free
flight. In Proc. of the 36th Conf. on Decision and Control, volume 2, pages
1822–1828, San Diego, CA, December 1997.

17. J.K. Kuchar and L.C. Yang. A review of conflict detection and resolution model-
ing methods. IEEE Transactions on Intelligent Transportation Systems, Special
Issue on Air Traffic Control - Part I, 1(4):179–189, 2000.



146 Maria Prandini and Jianghai Hu

18. A.B. Kurzhanski and P. Varaiya. Ellipsoidal techniques for reachability analysis.
In B. Krogh and N. Lynch, editors, Hybrid Systems: Computation and Control,
Lecture Notes in Computer Science, pages 202–214. Springer Verlag, 2000.

19. A.B. Kurzhanski and P. Varaiya. On reachability under uncertainty. SIAM J.
Control Optim., 41(1):181–216, 2002.

20. J. Lygeros and N. Lynch. On the formal verification of the TCAS conflict
resolution algorithms. In Proc. of the 36th Conf. on Decision and Control,
pages 1829–1834, San Diego, CA, December 1997.

21. J. Lygeros and M. Prandini. Aircraft and weather models for probabilistic
conflict detection. In Proc. of the 41st Conf. on Decision and Control, Las
Vegas, NV, December 2002.

22. F. Medioni, N. Durand, and J.M. Alliot. Air traffic conflict resolution by genetic
algorithms. In Proc. of the Artificial Evolution, European Conference (AE 95),
pages 370–383, Brest, France, September 1995.

23. P.K. Menon, G.D. Sweriduk, and B. Sridhar. Optimal strategies for free-flight
air traffic conflict resolution. Journal of Guidance, Control, and Dynamics,
22(2):202–211, 1999.

24. I. Mitchell, A. Bayen, and C. Tomlin. Validating a Hamilton-Jacobi approxima-
tion to hybrid system reachable sets. In A. Sangiovanni-Vincentelli and M. Di
Benedetto, editors, Hybrid Systems: Computation and Control, Lecture Notes
in Computer Science, pages 418–432. Springer Verlag, 2001.

25. I. Mitchell and C. Tomlin. Level set methods for computation in hybrid systems.
In B. Krogh and N. Lynch, editors, Hybrid Systems: Computation and Control,
Lecture Notes in Computer Science, pages 310–323. Springer Verlag, 2000.

26. R.A. Paielli and H. Erzberger. Conflict probability estimation for free flight.
Journal of Guidance, Control, and Dynamics, 20(3):588–596, 1997.

27. M. Prandini, J. Hu, J. Lygeros, and S. Sastry. A probabilistic approach to
aircraft conflict detection. IEEE Transactions on Intelligent Transportation
Systems, Special Issue on Air Traffic Control - Part I, 1(4):199–220, 2000.

28. Radio Technical Commission for Aeronautics. Minimum operational perfor-
mance standards for traffic alert and collision avoidance system (TCAS) air-
born equipment. Technical Report RTCA/DO-185, RTCA, September 1990.
Consolidated Edition.

29. J. Schrder and J. Lunze. Representation of quantised systems by the Frobenius-
Perron operator. In A. Sangiovanni-Vincentelli and M. Di Benedetto, editors,
Hybrid Systems: Computation and Control, Lecture Notes in Computer Science,
pages 473–486. Springer Verlag, 2001.

30. D.W. Stroock and S.R.S. Varadhan. Multidimensional Diffusion Processes.
Springer-Verlag, 1979.

31. C. Tomlin, I. Mitchell, A. Bayen, and M. Oishi. Computational techniques
for the verification and control of hybrid systems. Proceedings of the IEEE,
91(7):986–1001, 2003.

32. C. Tomlin, G.J. Pappas, and S. Sastry. Conflict resolution for air traffic manage-
ment: A study in multi-agent hybrid systems. IEEE Transactions on Automatic
Control, 43(4):509–521, 1998.

33. L.C. Yang and J. Kuchar. Prototype conflict alerting system for free fligh. In
Proc. of the AIAA 35th Aerospace Sciences Meeting, AIAA-97-0220, Reno, NV,
January 1997.



A Stochastic Approximation Method for Reachability Computations 147

34. Y. Zhao and R. Schultz. Deterministic resolution of two aircraft conflict in free
flight. In Proc. of the AIAA Guidance, Navigation, and Control Conference,
AIAA-97-3547, New Orleans, LA, August 1997.





Critical Observability of a Class of Hybrid
Systems and Application to Air Traffic
Management

Elena De Santis, Maria D. Di Benedetto, Stefano Di Gennaro,
Alessandro D’Innocenzo, and Giordano Pola

Department of Electrical Engineering, Center of Excellence DEWS
University of L’Aquila, Poggio di Roio, 67040 – L’Aquila, Italy
desantis,dibenede,digennar,adinnoce,pola@ing.univaq.it

Summary. We present a novel observability notion for switching systems that
model safety–critical systems where a set of states – called critical states – must
be reconstructed immediately since they correspond to hazards that may yield
catastrophic events. Some sufficient and some necessary conditions for critical ob-
servability are derived. An observer is proposed for reconstructing the hybrid state
evolution of the switching system whenever a critical state is reached. We apply
our results to the runway crossing control problem, i.e., the control of aircrafts that
cross landing or take-off runways. In the hybrid model of the system, five agents
are present; four are humans, each modelled as hybrid systems, subject to situation
awareness errors.

1 Introduction

The class of hybrid control problems is extremely broad (it contains continuous
control problems as well as discrete event control problems as special cases).
Hence, it is very difficult to devise a general yet effective strategy to solve
them. Research in the area of hybrid systems addresses significant application
domains to develop further understanding of the implications of the hybrid
model on control algorithms and to evaluate whether using this formalism can
be of substantial help in solving complex, real-life, control problems (see e.g.
[15] and the references therein).

An application that has benefited greatly from this modelling paradigm is
the design of embedded controllers for transportation systems. In particular,
power–train control is one of the most interesting and challenging problem in
embedded system design. In [2], we presented a general framework for power–
train control based on hybrid models and demonstrate that it is possible
to find effective control laws with guaranteed properties without resorting
to average–value models. By using hybrid systems modelling and synthesis,
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solutions to several challenging control problems were proposed (see e.g. the
Fast Force Transient problem [3], the cut-off problem [1]). Both problems
were solved by means of a power–train full state feedback. Since, in most
cases, state measurements are not available, the synthesis of a state observer
is of fundamental importance to make the hybrid control algorithms really
applicable.

Another application of hybrid modelling in transportation systems that
can potentially improve the quality of present solutions is the design of Air-
Traffic Management systems. The objective of Air-Traffic Management is to
ensure the safe and efficient operation of aircrafts. The stress placed on the
present systems by the ever increasing air traffic has forced the authorities
to plan for an overhaul of ATM to make them more reliable, safer and more
efficient. A move in this direction requires more automation and a more so-
phisticated monitoring and control system. Automation and control require in
turn a precise formulation of the problem. In this context, variables that can
be measured or estimated have to be identified together with safety indices
and objective functions. To make things more complex, the behavior of ATM
depend critically on the actions of humans who control the operations that
are very difficult to observe, measure, model, and predict.

Error detection and control must rely upon robust state estimation tech-
niques, thus providing a strong motivation for a rigorous approach to observ-
ability and detectability based on tests of affordable computational complex-
ity. Other motivations are the necessity of developing controllers for assisting
human operators in detecting critical situation and avoiding propagation of
errors that could lead to catastrophic events. In fact, in an ATM closed–loop
system with mixed computer–controlled and human–controlled subsystems,
recovery from non–nominal situations implies the existence of an outer control
loop which has to identify critical situations and act accordingly to prevent
them to evolve into accidents. Estimation methods and observer design tech-
niques are essential in this regard for the design of a control strategy for error
propagation avoidance and/or error recovery.

Observability has been extensively studied both in the continuous ([26],
[28]) and in the discrete domains (see e.g. [33], [34]). In particular, Sontag in
[36] defined different observability concepts and analyzed their relations for
polynomial systems. More recently, various researchers have approached the
study of observability for hybrid systems, but the definitions and the testing
criteria for it varied depending on the class of systems under consideration
and on the knowledge that is assumed at the output. Vidal et al. [39] consid-
ered autonomous switching systems and proposed a definition of observability
based on the concept of indistinguishability of continuous initial states and
discrete state evolutions from the outputs in free evolution. Incremental ob-
servability was introduced in [6] for the class of piecewise affine (PWA) sys-
tems. Incremental observability implies that different initial states always give
different outputs independently of the applied input. In [10], we introduced
a notion of observability and detectability for the class of switching systems,
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based on the reconstructability of the hybrid state evolution, knowing the
continuous inputs and hybrid outputs, for some suitable continuous inputs.
In [4], a methodology was presented for the design of dynamic observers of
hybrid systems that reconstructs the discrete state and the continuous state
from the knowledge of the continuous and discrete outputs and in [20],[21],
extensions of [4] were derived. In [25] the definitions of observability of [38]
and the results of [4] on the design of an observer for deterministic hybrid
systems were extended to discrete–time stochastic linear autonomous hybrid
systems. In [5], the notion of generic final–state determinability proposed by
Sontag [36] was extended to hybrid systems and sufficient conditions were
given for linear hybrid systems.

In some applications such as Air Traffic Management (ATM) systems and
automotive control, we need to determine the actual state of the system
immediately, as a delay in determining the state may yield unsafe or even
catastrophic behavior of the system. For this reason, some authors [32] ex-
tended the definition of observability to capture this urgency. In particular,
in [17], [18] a notion of critical observability referred to the discrete dynamics
was introduced, considering a subset of critical (discrete) states of the hybrid
system. An observer based on this definition of observability was designed for
fault and error detection in prescribed time horizon.

In this paper, we extend the work presented above to a class of hybrid
systems, switching linear systems with minimum and maximum dwell time.
The choice of this particular subclass of hybrid systems is motivated by the
following considerations

i) switching systems are an appropriate abstraction for modelling important
complex systems such as ATM systems (e.g. [17], [18]) or automotive
engines (e.g. [1], [2]);

ii) the semantics of switching systems allows the derivation of necessary and
sufficient computable observability conditions that become only sufficient
conditions for the general class of hybrid systems where the discrete tran-
sitions may depend on the continuous component of the hybrid state.

The paper is organized as follows. In Section 2, we review a set of formal
definitions for switching systems. In Section 3, we propose a general definition
of observability, based on the possibility of reconstructing the hybrid system
state. We then give some necessary and sufficient testable conditions for ob-
servability. As a special case, we introduce the notion of critical observability
and in Section 4, we offer conditions for the existence of critical observers.
Furthermore, we consider in Section 5 as a non trivial case–study, the so–
called active runway crossing control problem. In particular, we concentrate
on the design of an observer for generating an alarm when critical situations
occur, e.g., an aircraft crossing the runway when another aircraft is taking
off. We also show how the results may be analyzed on the basis of Matlab
simulations. In Section 6, we offer some concluding remarks.
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2 Switching Linear Systems

In this paper, we consider switching systems as formally defined in [10]. This
class can be viewed as a particular case of hybrid systems as defined in [29].

In a general hybrid system, an invariance condition may be associated with
each discrete state. Given a discrete location, when the continuous state does
not satisfy the corresponding invariance condition, a transition has to take
place. A guard condition may be associated with each discrete transition and
has to be satisfied for that transition to be enabled. Switching systems may
be seen as abstractions of hybrid systems, where we assume that the discrete
transitions do not depend on the value of the continuous state (that is, for
any transition, the ‘guard condition’ is the entire continuous state space) and,
for any discrete state, the ‘invariance condition’ is the continuous state space
associated to that discrete state. The continuous state space associated with
each discrete state is characterized by its own dimension that is not necessarily
the same for all the discrete states.

Definition 1. A switching system S is a tuple (Ξ,Ξ0, Θ, S,E,R, Υ ) where:

• Ξ =
⋃

qi∈Q {qi} × R
ni is the hybrid state space, where Q = {qi, i ∈ J} is

the set of discrete states and J = {1, 2, · · · , N};
• Ξ0 =

⋃
qi∈Q0

{qi} ×Xi ⊂ Ξ is the set of all initial hybrid states;

• Θ = Σ × Rm is the hybrid input space; Σ = {σ1, · · · , σr} is the finite
set of discrete uncontrolled inputs; U is the class of piecewise continuous
functions u : R→ Rm;

• S is a mapping that associates to any discrete state qi ∈ Q, the following
continuous-time linear dynamical system

ẋ = Aix+Biu, y = Cix, i ∈ J (1)

with Ai ∈ Rni×ni , Bi ∈ Rni×m, Ci ∈ Rp×ni , x ∈ Rni the continuous state,
u ∈ Rm the system input and y ∈ Rp the continuous output;

• E ⊂ Q×Σ ×Q is a collection of discrete transitions;

• R : E ×Ξ → Ξ is the reset function;

• Υ = ΨE × ΨQ × Rp is the output space, where: – ΨE = {ε, ψ1
E , · · · , ψN1

E }
is the output space associated with the discrete transitions by means of the
function η : E → ΨE; ε is the null output; – ΨQ = {ψ1

Q, · · · , ψN2
Q } is the

output space associated with the discrete states by means of the function
h : Q→ ΨQ; – Rp is the continuous output space.

Following [29], we recall that a hybrid time basis τ is an infinite or finite
sequence of sets Ij =

{
t ∈ R : tj ≤ t ≤ t′j

}
, with t′j = tj+1; let be card (τ) =

L + 1. If L < ∞, then t′L can be finite or infinite. Time t′j is said to be a
switching time and the symbol T denotes the set of all hybrid time bases.
The switching system temporal evolution is then defined as follows.
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Definition 2. (Hybrid System Execution) An execution of S is a collection
χ = (τ, σ, u, ξ) with τ ∈ T , σ : N → Σ, u ∈ U , ξ : R × N → Ξ, such that, by
setting for any t ∈ Ij, ξ(t, j) = (q(j), x(t, j)), with q : N→ Q,

ξ(t0, 0) = ξ0,

ξ(tj+1, j + 1) = R(ej , ξ(t′j , j)),

ej = (q(j), σ(j), q(j + 1)) ∈ E,

x(t, j) = x(t),

where ξ0 = (q̂, x0) ∈ Ξ0 is the initial hybrid state, q(j) = qi for some i,
and x(t) is the (unique) solution at time t of the dynamical system S (q(j)),
with initial condition x(tj) = x(tj , j) and control law u. The observed output
evolution of S is defined by the function yo : R→ Υ , such that

yo (t) =

{
(η (ej−1) , h(q (j)), Cix(t, j)) , if t = tj ,

(ε, h(q(j)), Cix(t, j)) , if t ∈ (tj , t′j),

where η (e−1) = ε.

We denote by Yo the class of functions yo : R→ Υ . Given a control u ∈ U
and the initial hybrid state ξ0 = (q̂, x0), the resulting executions are called
executions of S with initial hybrid state ξ0.

We assume the existence of a minimum dwell time [31] before which no
discrete input causes a discrete transition, and of a maximum dwell time [10]
before which a discrete transition certainly occurs.

Assumption 7 (Minimum and maximum dwell time) Given the switching
system S, there exist ∆m > 0 and ∆M > 0, called respectively minimum
and maximum dwell time, so that any hybrid execution χ = (τ, σ, u, ξ) has to
satisfy the condition

∆m ≤ t′j − tj ≤ ∆M , ∀j = 0, 1, · · · , L− 1. (2)

An execution is infinite if card (τ) = ∞ or t′L = ∞; Zeno if card (τ) = ∞

and
card(τ)∑
j=0

(t′j − tj) <∞. A switching system is Zeno if at least one execution

is Zeno.
The assumption ∆m > 0 implies that all executions of S are non–Zeno.

The value ∆M can be finite or infinite. If ∆M =∞, without loss of generality
(w.l.o.g.) all executions may be assumed to be infinite. Otherwise we assume
that S is alive [33], i.e. for any discrete state q ∈ Q there exists a discrete
state q+ and σ ∈ Σ such that (q, σ, q+) ∈ E, so that again all the executions
may be assumed w.l.o.g. to be infinite.

We will use the following notation. f−1(·) denotes the inverse image oper-
ator of f(·). reach (Q0) denotes the set of discrete states that can be reached
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from Q0, i.e. such that there exists an execution, with initial discrete state
in Q0, which steers the discrete state in reach (Q0) in a finite number of
switchings. We assume w.l.o.g. that Q = reach (Q0) and Q0 ⊂ reach−1 (Qc).

3 Observability Notions

A rather complete discussion on different definitions of observability for some
subclasses of hybrid systems can be found in [9], [10]. In particular, we based
our definition in [10] on the reconstructability of the hybrid state evolution
from some instant of time on and after a finite number, k, of transitions for
some suitable continuous inputs. However, in some important applications as
for example in Air Traffic Management, it is necessary to identify within a
prescribed delay and before a transition occurs, those discrete states – that
we may call critical – that correspond to unsafe situations [17], [18]. Then,
if for example a critical state occurs before k transitions take place, where
k is the finite number of transitions of the reconstructability definition, the
corresponding critical situation is not identified, and hence the system is not
critically observable, even though it is observable in the sense of [10].

We therefore extend the definition of [10], by requiring, in addition to ob-
servability, the immediate reconstructability of the critical states. As already
pointed out, all the definitions presented here can be given for general hy-
brid systems. Let Qc ⊂ Q denote the set of critical states associated with the
switching system S.

Definition 3. A switching system S = (Ξ,Ξ0, Θ, S,E,R, Υ ) is Qc–observable
if there exist a function û : R → Rm, a function ξ̂ : Yo × U → Ξ, a real
∆ ∈ (0,∆m) and for any ξ0 ∈ Ξ0 there exists t̂ ∈ (t0,∞) such that for any
execution of S with u = û, by setting ξ̂ (.) = (q̂ (.) , x̂ (.)),

(i) q̂
(
yo|[t0,t] , û|[t0,t)

)
= q(j)

(ii) x̂
(
yo|[t0,t] , û|[t0,t)

)
= x(t, j)

for any j such that q(j) ∈ Qc,∀t ∈ [tj + ∆, t′j ] and for any j such that
j ≥ min{j : t̂ ∈ Ij}, ∀t ∈

[
t̂,∞

)
∩ [tj +∆, t′j ].

The meaning of the above definition is that any hybrid evolution has to
be reconstructed at any time but a finite interval after a transition occurs,
and any current state belonging to a critical set has to be detected before the
next switching. This notion reduces to the standard concept of observability
when applied to dynamical linear systems.

Remark 1. If there are no critical discrete states, i.e. Qc = ∅, Definition 3 is
equivalent to the notion of observability given in [10].
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If one is interested in observing only the hybrid state related to the critical
locations Qc, Definition 3 can be relaxed as follows.

Definition 4. A switching system S = (Ξ,Ξ0, Θ, S,E,R, Υ ) is Qc–critically
observable if there exist a function û : R → Rm, a function ξ̂ : Yo × U → Ξ
and a real ∆ ∈ (0,∆m) such that for any execution of S with u = û, by setting
ξ̂ (·) = (q̂ (·) , x̂ (·)),

(i) q̂
(
yo|[t0,t] , û|[t0,t)

)
= q(j)

(ii) x̂
(
yo|[t0,t] , û|[t0,t)

)
= x(t, j)

for any j such that q(j) ∈ Qc,∀t ∈ [tj +∆, t′j ].

The definition ofQc–critical observability can be further relaxed, by requir-
ing the reconstruction only of the discrete components of the critical states.

Definition 5. A switching system S = (Ξ,Ξ0, Θ, S,E,R, Υ ) is Qc–critically
location observable if there exist a function û : R → Rm, a function q̂ : Yo ×
U → Q and a real ∆ ∈ (0,∆m) such that for any execution of S with u = û,

q̂
(
yo|[t0,t] , û|[t0,t)

)
= q(j)

for any j such that q(j) ∈ Qc,∀t ∈ [tj +∆, t′j ].

The relations among the different observability notions introduced above
are summarized hereafter:

Qc– observability
⇓

Qc– critical observability
⇓

Qc– critical location observability.

Moreover, as a direct consequence of the definitions, we have the following.

Proposition 1. A switching system S is Qc–observable if and only if it is
Qc–critically observable and ∅–observable.

4 Main Results

This section is devoted to the characterization of the observability notions
previously introduced, and in particular of Qc–critical observability. In view
of Proposition 1, we address first ∅–observability and then Qc–critical observ-
ability. For the various observability notions of interest, a set of sufficient and,
under some assumptions on the switching systems, necessary and sufficient
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conditions are given. If there is a minimum dwell time, these conditions are
sufficient also for the more general class of hybrid systems, where transitions
can be forced by the value of the current continuous state (invariance tran-
sitions) or are enabled by appropriate conditions (guard conditions). In fact,
it is always possible to associate to the hybrid system a switching system, by
replacing invariance transitions with switching transitions (i.e. due to exter-
nal discrete uncontrollable input) and removing guard conditions to obtain an
associate switching system. An observer, if it exists, for this switching system
is also an observer for the original hybrid system.

4.1 Characterization of ∅-Observability

Given the semantics of switching systems and the definition of the observed
output, the reconstruction of the discrete state evolution is based on both
the discrete and the continuous components of the observed output. If the
same discrete output is associated to two discrete states qi and qj of S, i.e.
h(qi) = h(qj), then one may consider to discriminate qi and qj by means of
the input–output behaviour of S(qi) and S(qj). In particular, if

∃k ∈ N ∪ {0} : CiA
k
iBi �= CjA

k
jBj (3)

there always exists a contol law u ∈ U , such that for any initial states of S(qi)
and S(qj), the continuous outputs of S(qi) and S(qj) are different.

The following result gives a sufficient condition for ∅–observability.

Theorem 1. A switching system S = (Ξ,Ξ0, Θ, S,E,R, Υ ) is ∅–observable
if the following conditions are satisfied

(i, 1) ∀qi, qj ∈ Q0, qi �= qj, such that h(qi) = h(qj), condition (3) holds;

(ii, 1) ∀qi, qj ∈ reach (Q0), qi �= qj, such that h(qi) = h(qj), e = (qi, σ, qj) ∈
E and η (e) = ε, condition (3) holds;

(iii, 1) ∀qi ∈ Q, S(qi) is observable.

It is easy to see that condition (i, 1) ensures the reconstructability of the
initial discrete state while condition (ii, 1) ensures the reconstructability of
the switching times: these two conditions guarantee that the discrete state
evolution may be determined. The third condition (iii, 1) ensures the recon-
structability of the continuous component of the hybrid state, once the discrete
state evolution is known.

If the space of initial conditions Ξ0 coincides with the whole hybrid state
space, i.e. Ξ0 = Ξ, then (i, 1) implies (ii, 1). Moreover, if the switching system
S is characterized by infinite maximum dwell time, i.e. ∆M = +∞, then con-
ditions (i, 1) and (iii, 1) are also necessary. A direct consequence of Theorem
1 is
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Corollary 1. A switching system S = (Ξ,Ξ0, Θ, Υ, S,E,R) with Ξ0 = Ξ and
∆M = +∞, is ∅–observable if and only if conditions (i, 1) and (iii, 1) hold.

In [10] the notion of ∅–observability was characterized for a switching
system S with Ξ0 = Ξ, ∆M = +∞, and η(e) = ε, ∀e ∈ E. The conditions
given in [10] coincide with those of Corollary 1, since, if the maximum dwell
time is infinite, the information obtainable from the discrete transitions plays
no role.

4.2 Characterization of Qc–Critical Observability

The characterization of the notion of Qc–critical observability is addressed by
abstracting the continuous outputs of a given switching system to a suitable
discrete domain. More precisely, we embed the information coming from the
continuous component of the observed output into the discrete component of
the observed output.

For this reason, following [4], we introduce a so–called signature generator.
In this paper, we consider a particular signature generator consisting of a
decision function block, whose input is the continuous input and output of S
and whose output is a ‘signature’ that can be considered an additional discrete
output hc(q) associated with a discrete state q. The signature hc(q) has to be
generated before the system leaves the discrete state q and therefore in a time
interval ∆ ≤ ∆m. Once this signature is generated, it remains constant until
a new signature is generated.

If two dynamical systems S(qi) and S(qj) satisfy condition (3), a control
law u ∈ U exists so that different signatures can be associated with S(qi) and
S(qj). Therefore, we assume that hc(qi) = hc(qj) if and only if CiA

k
iBi =

CjA
k
jBj , ∀k ∈ N ∪ {0}.
This assumption allows to state a priori conditions for a signature to be

generated, even if the information that we can collect from the continuous
evolution could be richer. If S(qi) and S(qj) do not satisfy (3), an initial
condition x0

i for S(qi) and an initial condition x0
j for S(qj) may exist such

that, for any u ∈ U , the continuous outputs of S(qi) and S(qj) are different.
Therefore, the observability conditions presented in this paper are in general
sufficient, but there are cases in which they are also necessary as shown later.

Our idea is to define a suitable switching system Sd , on the basis of
the given switching system S, whose discrete output gives also informations
about the input–output behavior of the continuous systems associated with
the discrete locations of S. More formally, given S =(Ξ,Ξ0, Θ, S,E,R, Υ ), we
define the following switching system

Sd = (Ξ,Ξ0, Θ, Sd, E,R, Υd) ,

where



158 E. De Santis, M.D. Di Benedetto, S. Di Gennaro, A. D’Innocenzo, G. Pola

• Sd is a mapping that associates to any discrete state qi ∈ Q, the following
continuous-time linear dynamical system

ẋ = Aix+Biu, y = 0, i ∈ J

where 0 denotes the zero vector in Rp and the dynamical system S (qi) is
defined by the matrices Ai, Bi and Ci, as in (1);

• Υd = Ψ̄E × Ψ̄Q × {0}, where:
- Ψ̄Q = ΨQ×Ψ for some set Ψ such that ΨQ∩Ψ = ∅ is the extended output
space associated with the discrete states by means of the function h̄ : Q→
Ψ̄Q such that h̄(qi) = h̄(qj) ⇐⇒ (h(qi) = h(qj) and hc(qi) = hc(qj));
- Ψ̄E = ΨE ∪

{
ψ̄E

}
such that ψ̄E /∈ ΨE and η̄ : E → Ψ̄E such that for any

e = (qi, σ, qj) ∈ E,

η̄(e) : =

{
ψ̄E if η(e) = ε and h̄(qi) �= h̄(qj)

η(e) otherwise.

Two locations qi and qj of a switching system S with infinite maximum
dwell time may be distinguished either because h(qi) �= h(qj) or because
condition (3) holds, i.e. equivalently, because h̄(qi) �= h̄(qj). Therefore,

Proposition 2. Given a switching system S, consider the associated switch-
ing system Sd. Then S is Qc–critically observable only if for any qc ∈ Q0∩Qc,

(i,2) S(qc) is observable;

(ii,2) for any q0 ∈ Q0 \ {qc}, h̄(qc) �= h̄(q0).

We will now define an observer O for Sd, which reconstructs the critical
states in the sense of Definition 5, whenever they are reached.

The construction of the observer O (see also [17], [18]), is inspired by [33],
where a procedure was proposed for the construction of a finite state machine
that under appropriate conditions allows an intermittent observation of the
discrete state of S, and by [4], where hybrid observers were proposed for
reconstructing the hybrid state evolution of a hybrid system, in the sense of
k–current state observability, namely after a certain fixed k > 0.

The observer O is a discrete event system [24], that takes as inputs the
observed output of Sd and gives back as outputs all and only the discrete
states of Sd that match that observed output. The basic idea is as follows.
Suppose the switching system Sd starts its evolution from a location q0 ∈ Q0.
When the discrete output h̄(q0) associated with q0 is available, this output is
captured as an input by the observer. This first piece of information allows
the observer to discriminate among all the discrete states of Q0 that are
compatible with h̄(q0). This actually implies that once these information are
acquired, the observer gives back as output,

Q1 =
{
q ∈ Q0 : h̄(q) = h̄(q0)

}
.
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If a discrete transition e1 ∈ E occurs, the switching system Sd provides a
discrete output η̄(e1) that will be an additional input for the observer. On
the basis of η̄(e1), the observer provides the set Q2 of all discrete states that
can be reached by a state in Q1 through a discrete transition e whose discrete
output coincides with η̄(e1). Therefore,

Q2 =
{
q ∈ Q | ∃q1 ∈ Q1,∃σ ∈ Σ : (q1, σ, q) ∈ E, η̄(e) = η̄(e1)

}
.

By iterating this two-step procedure the observer can be built.
For later use, it is convenient to rewrite the discrete dynamics associated

with Sd by means of a non–deterministic generator of formal language [35],

q(j + 1) ∈ δ(q(j), σ(j))

σ(j) ∈ φ(q(j))

ψE(j) = η(ej−1), η(e−1) = ε

ψQ(j) = h̄(q(j))

(4)

where δ : Q × Σ →Q and φ : Q → 2Σ are respectively the transition and the
input functions. Moreover, let sε ∈ Σ∗ be the input strings whose output is a
sequence of null events ε.

The following algorithm defines the observer

O = (Q̂, Q̂0, Σ̂, Ψ̂ , δ̂, φ̂, ĥ),

where Q̂ ⊂ 2Q is the state space, Q̂0 ⊂ Q̂ is the set of initial states, Σ̂ is
the set of inputs that coincides with the set of outputs of Sd, Ψ̂ is the set of
outputs that coincides with Q̂, δ̂ : Q̂ × Σ̂ → 2Q̂ is the transition function,
φ̂ : Q̂→ 2Σ̂ is the input function and ĥ : Q̂→ Ψ̂ is the output function.

Algorithm 2
Begin

q̂0 := Q0 ∪ {δ(q0, sε) ∈ Q | q0 ∈ Q0}
Q̂0 := {q̂0}
Σ̂ :=

(
Ψ̄E\ {ε}

)
∪ Ψ̄Q

Ψ̂ := ∅
j := 0
Q̂ := Q̂0

repeat

Q̂j+1 = ∅
for any q̂ ∈ Q̂j

φ̂(q̂) : =
{
ψQ ∈ Ψ̄Q | ∃ q ∈ q̂ : h̄(q) = ψQ

}
for any ψQ ∈ Ψ̄Q

δ̂(q̂, ψQ) : =
{
q ∈ q̂ : h̄(q) = ψQ

}
�= ∅

φ̂(δ̂(q̂, ψQ)) : = {ψQ}
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if δ̂(q̂, ψQ) /∈ Q̂j+1

Q̂j+1 := Q̂j+1 ∪
{
δ̂(q̂, ψQ)

}
end if

Ψ̂ := Ψ̂ ∪ Q̂j

ĥ(q̂) := q̂
end for

end for

for any q̂ ∈ Q̂j+1

φ̂(q̂) : =
{
ψE ∈ Ψ̄E\ {ε} | ∃q ∈ q̂, ∃σ ∈ φ(q) :

ηE((q, σ, q+)) = ψE , for some q+ ∈ δ(q, σ)
}

for any ψE ∈ Ψ̄E

δ̂(q̂, ψE) : =
{

q ∈ Q | ∃q̄ ∈ q̂, ∃s ∈ Σ∗ :

q ∈ δ(q̄, s)! and ηE(s) ∈ ψEε
∗
}

if δ̂(q̂, ψE) /∈ Q̂j+1

Q̂j+1 := Q̂j+1 ∪
{
δ̂(q̂, ψE)

}
end if

end for
end for

Q̂ := Q̂ ∪ Q̂j+1

j := j + 1
until Q̂j+1 = ∅

End

The finite convergence of Algorithm 2 is guaranteed by the finiteness of
the discrete state space Q of Sd. The set of critical states Qc of the switching
system S induces a set of critical states Q̂c on the observer O, whose analysis
is fundamental for assessing critical location observability. Denote by Q̂c the
set of states q̂ of O such that:

q̂ ∩Qc �= ∅ and φ̂(q̂) � Ψ̄Q.

The following result holds.

Theorem 2. Sd is Qc–critically location observable if and only if for any
q̂c ∈ Q̂c, |q̂c| = 1.

The proof of the result above is a straightforward consequence of the def-
inition of O and of the notion of Qc–critical location observability. Moreover,
Theorem 2 allows us also to give some sufficient conditions for characterizing
the Qc–critical location observability of S, as follows.

Theorem 3. The switching system S = (Ξ,Ξ0, Θ, S,E,R, Υ ) is Qc–critically
location observable if Sd is Qc–critically location observable.

Remark 2. The condition of Theorem 3 becomes necessary if the switching
system S satisfies one of the following conditions
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(i) for any qi ∈ Qc, qi ∈ Q0 and 0 ∈ Xi where we recall that Ξ0 =⋃
qi∈Q0

{qi} ×Xi;
(ii) the continuous component of the observed output is identically zero, i.e.

Ci = 0, for any qi ∈ Q.

Finally, a characterization of Qc–critical observability can be given as fol-
lows.

Corollary 2. The switching system S = (Ξ,Ξ0, Θ, S,E,R, Υ ) is Qc–critically
observable if:

(i, 2) S is Qc–critically location observable;

(ii, 2) for any qc ∈ Qc, S(qc) is observable.

Condition (i, 2) is necessary and condition (ii, 2) is necessary if Qc ⊂ Q0.

4.3 Example

We now analyze an example of application of the methodology proposed in
the previous section for checking critical observability.

Consider a switching system

S = (Ξ,Ξ0, Θ, S,E,R, Υ ),

where:

• Ξ = Q× Rn where Q = {q1, q2, q3, q4} and n ∈ N;
• Ξ0 = {q1, q2, q3} × Rn;
• Θ = Σ × Rm where Σ = {σ};
• S(q) = S for any q ∈ Q, where S is a linear dynamical system ẋ = Ax+Bu,

y = Cx that is supposed to be observable;
• E = {(q1, σ, q2), (q1, σ, q3), (q3, σ, q1), (q2, σ, q4), (q4, σ, q1), (q4, σ, q2), (q4, σ, q3)};
• R(e, (qi, x)) = (qj , x), ∀e = (qi, σ, qj) ∈ E, ∀x ∈ Rn;
• Υ = ΨE × ΨQ × Rp, is the output space, where ΨE = {ε, α}, ΨQ = {a, b}

and

h(q) =

{
a, if q ∈ {q1, q3}
b, if q ∈ {q2, q4}

η(e) =

{
ε, if e = (q1, σ, q3)
α, otherwise.

The discrete event system associated with S is depicted in Figure 1, where
the discrete inputs driving the discrete transitions are omitted. We suppose
that Q0 = {q1, q2} and that the set of critical states is Qc = {q4}. Since
dynamical systems associated with each of the locations of S coincide, the
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Fig. 1. Discrete event system associated with the switching system S

signatures play no role and therefore the discrete dynamics of Sd coincide
with the discrete dynamics of S.

By applying Algorithm 2, the observer O depicted in Figure 2 is obtained.
It is easily seen that Q̂c = {{q4}} and therefore conditions of Theorem 2
are fulfilled: thus Sd is Qc-critically location observable. By Corollary 2, we
can conclude that S is Qc-critically observable. For the sake of explanation,
locations q2 and q4 are characterized by the same discrete output and the
same continuous dynamics S, hence h̄(q2) = h̄(q4). This implies that there is
no way of discriminating locations q2 and q4. However, since the topological
properties of the discrete event system associated to S do not allow to reach
q4 before reaching q2 and since the discrete transitions connecting the states
q2 and q4 have no null output, the observer O is able to detect if the current
location is q2 or q4.
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Fig. 2. Observer O associated with the switching system Sd
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5 A Case Study: the Active Runway Crossing System

In this section, we consider the example proposed in [37] and [27], and an-
alyzed in [17], [19], of an active runway crossing with the intent of testing
the applicability of the theoretical results on critical observers to a realistic
ATM situation for the detection of situation awareness errors. This will be
a sufficiently simple case study that summarizes the main difficulties in the
formulation, analysis and control of a typical accident risk situation for ATM.
The active runway crossing will be decomposed into various subsystems, each
with hybrid dynamics modeling its specific operations.

The active runway crossing environment consists of a runway A (with
holdings, crossings and exits), a maintenance area and aprons. The crossings
connect the aprons and the maintenance area. Crossings (on both sides) and
holdings have remotely controlled stopbars to access the runway, and each
exit has a fixed stopbar (see Figure 3).

The following relevant areas can be defined

ΩAp = {(x, y) | x > a4, y ∈ [b1, b6]}
ΩAW1 = {(x, y) | x ∈ [a3, a4], y ∈ [b1, b2]}
ΩAW2 = {(x, y) | x ∈ [a3, a4], y ∈ [b3, b4]}
ΩAW3 = {(x, y) | x ∈ [a3, a4], y ∈ [b5, b6]}
ΩS1 = {(x, y) | x ∈ [a2, a3], y ∈ [b1, b2]}
ΩS2 = {(x, y) | x ∈ [a2, a3], y ∈ [b3, b4]}
ΩS3 = {(x, y) | x ∈ [a2, a3], y ∈ [b5, b6]}
ΩH1 = {(x, y) | x ∈ [a1, a2], y ∈ [b1, b2]}
ΩH2 = {(x, y) | x ∈ [a1, a2], y ∈ [b5, b6]}
ΩC1 = {(x, y) | x ∈ [a1, a2], y ∈ [b3, b4]}

ΩRWA
= {(x, y) | x ∈ [a1, a2], y ∈ [b1, b6]}

ΩM = {(x, y) | x < a1, y ∈ [b3, b4]}

where ‘Ap’ stands for aprons, ‘AW ’ for airport way, ‘S’ for stopbar, ‘H’ for
holding, ‘C’ for crossing, ‘RWA’ for runway A and ‘M ’ for maintenance area.

Humans may not have a correct ‘Situation Awareness’ (SA) [22], [37]. The
consequent errors can then evolve to create hazardous situations. Our goal
is to identify these errors and possibly correct them before they may cause
catastrophic event. To do so, we need to define Situation Awareness as follows.

Definition 6. Situation Awareness (SA) is the perception of elements in the
environment within a volume of time and space, the comprehension of their
meaning, and the projection of their status in the near future. The projection
in the near future of the perception of the actual environment is referred to as
intent SA.
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Fig. 3. Airport configuration

Within an ATM system, Stroeve et al. [37] define an agent as an entity,
such as a human operator or a technical system, characterized by its SA of
the environment. Following [37], SA can be incomplete or inaccurate, due to
three different situations. An agent may

1. wrongly perceive task–relevant information or miss them completely;
2. wrongly interpret the perceived information;
3. wrongly predict a future status.

An important source of error that has to be considered when analyzing
multi–agent environments is the propagation of erroneous situation awareness
due to agents interactions, e.g. via VHF communication.
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5.1 Agents in an active runway crossing

The runway crossing operation consists of

1. a pilot flying (Pt) directed to RWA to perform a take off operation;
2. a pilot flying (Pc) directed to the M , taxing through AW2 and the runway

crossing C1;
3. a ground controller (Cg);
4. a tower controller (Ct);
5. the airport technical support system (ATS).

The pilot Pt proceeds towards the holding area (regular taxiway) with the
intent of completing a take off operation, while the pilot Pc is approaching the
crossing area. The tower controller Ct and ground controller Cg, with the aid
of visual observation of the runway and VHF communication, respectively, are
responsible of granting take off and crossing, avoiding the use of the runway
by two aircrafts simultaneously. Technical support systems help the pilots
and the controllers to communicate (VHF) and detect dangerous situations
(alerts).

The specific behavior of these agents in the runway crossing operation can
be described as follows

1. Pilot flying of taking off aircraft Pt. Initially Pt executes boarding and
waits for start up grant by Cg. He begins taxiing on AW1, stops at stopbar
S1 and communicates with the Ct at the reserved frequency to obtain take
off grant. Depending on the response, Pt waits for grant or executes take off
immediately. Because of a SA error, the take off could be initiated without
grant. For simplicity, we will not consider this kind of error in this work.
When the aircraft is airborne, he confirms the take off has been completed
to Ct. During take off operations, Pt monitors the traffic situation on
the runway visually and via VHF. If a crossing aircraft is observed or in
reaction to an emergency braking command by the controller the Pt starts
a braking action and so take off is rejected.

2. Pilot Flying of crossing aircraft Pc. When start up is granted by Cg, the
Pc proceeds on the AW2 and stops at stopbar S2. He asks to Cg crossing
permission and crosses when granted. While proceeding towards the AW ,
he may have the intent SA that the next AW point is either a regular
taxiway (erroneous intent SA) or a runway crossing. In the first case, Pc

enters RWA without waiting for crossing permission. In the second case,
Pc could have the SA that crossing is allowed while it is not. Then, he
would enter the runway performing an unauthorized runway crossing. The
reaction of Pc to the detection of a collision risk, due to visual observation
or a tower controller call, is an emergency braking action.

3. Ground Controller Cg. Cg is a human operator supported by visual ob-
servation and by the ATS system. He grants start up to both to Pt and
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Pc, and handles crossing operations on RWA. If Cg has SA of a collision
risk, Cg specifies an emergency braking action to the crossing aircraft.

4. Tower Controller Ct. Ct is a human operator supported by visual observa-
tion and by the ATS system. The Ct handles take off operations on RWA.
If the Ct has SA of a collision risk, he specifies an emergency braking
action to the taking off aircraft.

5. ATS system. This is the technical system supporting the decisions of the
controllers, and consists of a communication system, a runway incursion
alert and a stopbar violation alert.

5.2 Pilot flying observation problem

The agents previously described can be modelled either as hybrid systems or
as discrete event systems [19].

The pilot flying Pt can be modelled as a non-deterministic hybrid system
HPt with
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Fig. 4. Hybrid system HPt modelling Pt
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• Q1 = {q1,1, q1,2, q1,3, q1,4, q1,5, q1,6, q1,7, q1,8} the set of discrete states with
q1,1 the Pt communicating with Cg and waiting for start up grant, q1,2 the
Pt taxiing on AW1, q1,3 the Pt aborting taxi, q1,4 the Pt at hold H1, q1,5
the Pt executing an authorized take off on RWA, q1,6 the Pt lined up and
waiting for take off grant, q1,7 the Pt executing an unauthorized take off
on RWA, q1,8 the Pt executing the initial climb, q1,9 the Pt aborting take
off (emergency braking);

• Σ1 = {σ1,1, σ1,2, σ1,3, σ1,4, σ1,5, σ1,6, σ1,7} the set of discrete inputs, where
σ1,1 models the start up clearance by Cg, σ1,2 the command for immediate
take off by Ct, σ1,3 the command to line up and wait by Ct, σ1,4 the take off
clearance by Ct, σ1,5 an emergency braking command by Ct, σ1,6 models
a situation awareness error as a disturbance that causes an ungranted take
off, and σ1,7 is a disturbance that causes a taxi abort;

• Ψ1 = {ψ1,1, ψ1,2, ψ1,3, ψ1,4, ψ1,5, ψ1,6, ψ1,7, ψ1,8} ∪ {ε} the set of discrete
outputs, with ψ1,1 the start up confirmation to Cg, ψ1,2 the take off re-
quest, ψ1,3 the immediate take off confirmation, ψ1,4 the line–up and wait
confirmation, ψ1,5 the take off confirmation, ψ1,6 the emergency braking
confirmation, ψ1,7 the airborne confirmation;

• X1 = {(s1, v1) : s1 ∈ R2, v1 ∈ R2}, is the set of the continuous state values,
where s1 indicates the position and v1 the velocity of the agent;

• U1 = Rm, is the set of the continuous input u1 values, D1 = Rp is that of
the continuous disturbance d1 values;

• The initial discrete state is q1,1;
• The invariant conditions are defined as

Iq1,1 = {(s1, v1) : s1 ∈ ΩAp, ‖v1‖ = 0}
Iq1,2 = {(s1, v1) : s1 ∈ ΩAW1 ∪ΩS1 , ‖v1‖ > 0}
Iq1,3 = {(s1, v1) : s1 ∈ ΩAW1 ∪ΩS1 , ‖v1‖ = 0}
Iq1,4 = {(s1, v1) : s1 ∈ ΩS1 , ‖v1‖ = 0}
Iq1,5 = {(s1, v1) : s1 ∈ ΩRWA

, ‖v1‖ > 0}
Iq1,6 = {(s1, v1) : s1 ∈ ΩH1 , ‖v1‖ ≥ 0}
Iq1,7 = {(s1, v1) : s1 ∈ ΩRWA

∪ΩS1 , ‖v1‖ > 0}
Iq1,8 = {(s1, v1) : s1 ∈ ΩRWA

, ‖v1‖ > vt}
Iq1,9 = {(s1, v1) : s1 ∈ ΩRWA

, ‖v1‖ ≥ 0}

where vt is the take off velocity and Ω’s are defined by the airport config-
uration geometry;

• SC1 = {fqj,1 : qj,1 ∈ Q1}, fqj,1 : X1 × U1 × D1 → TX1 , the sets of the
continuous (simplified) dynamics ṡ1 = v1, v̇1 = u1(t) + d1(t), where d1

represents possible disturbance forces acting on the aircraft (e.g. wind);
• E1 the sets of discrete transitions, given by the graph in Figure 4;
• η1(·, ·, ·) the discrete output function, defined by the graph in Figure 4,

where the outputs corresponding to transitions due to situation awareness
errors (e1,7, e1,8 and e1,9) are null;
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Fig. 5. Observer OPt

• R1(e, x, u, v) = x, ∀(e, x, u, v) ∈ E1×X1×U1×D1 are the reset mappings;
• The guard conditions are

Ge1,3 = {(s1, v1) : s1 ∈ S1, ‖v1‖ = 0}
Ge1,10 = Ge1,11 = {(s1, v1) : s1 ∈ RWA, ‖v1‖ > vt}.

The observer OPt for HPt is given in Figure 5. It is clear that OPt is not
a critical observer for HPt . In fact, the induced critical states {q1,2, q1,3, q1,7},
{q1,4, q1,7}, {q1,6, q1,7} have cardinality greater than 1.

If an additional signal h(q1,7) is generated to distinguish q1,7, then we
obtain a critical observer ÔPt (see Figure 6). This signal h(q1,7) could be
generated for example if s1 ∈ ΩRWA

, assuming the continuous output y(t) =
s1 (t) is available. This shows how we can solve the critical observation problem
for Pt.

An analogous model and a similar procedure can be followed also in the
critical observation problem for Pc (see Figure 7), with Pc that can be mod-
elled by a hybrid system with

• Q2 = {q2,1, q2,2, q2,3, q2,4, q2,5, q2,6, q2,7}, are the sets of discrete states
where q2,1 corresponds to Pc communicating with Cg and waiting for start
up grant, q2,2 to Pc taxiing on AW2, q2,3 to Pc waiting at stopbar S2, q2,4
to Pc executing an authorized crossing of RWA, q2,5 to Pc executing an
unauthorized crossing of RWA, q2,6 to Pc crossing towards M , q2,7 to Pc

performing an emergency braking operation;
• Σ2 = {σ2,1, σ2,2, σ2,3, σ2,4, σ2,5}, is the set of discrete inputs, where σ2,1

models the start up clearance by the Cg, σ2,2 the command by Cg to wait
at stopbar S2, σ2,3 the crossing grant by Cg, σ2,4 the emergency braking
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Fig. 6. Critical observer ÔPt

command by Cg, σ2,5 models situation awareness error as a disturbance
that causes an ungranted crossing;

• Ψ2 = {ψ2,1, ψ2,2, ψ2,3, ψ2,4, ψ2,5} ∪ {ε}, is the set of discrete outputs, with
ψ2,1 the start up confirmation, ψ2,2 the crossing request, ψ2,3 the RWA

crossing grant confirmation, ψ2,4 the crossing complete confirmation, ψ2,5

the emergency braking confirmation;
• X2 = {(s2, v2) : s2 ∈ R2, v2 ∈ R2}, is the set of the continuous state values,

where s2 indicates the position and v2 the velocity of the agent;
• U2 = Rm, is the set of the continuous input u2 values, V2 = Rp is that of

the continuous disturbance d2 values;
• SC2 = {fqj,2 : qj,2 ∈ Q2}, fqj,2 : X2 × U2 × V2 → TX2 , j = 1, 2, are the sets

of the continuous (simplified) dynamics ṡ2 = v2, v̇2 = u2(t)+d2(t), and d2

represents possible disturbance forces acting on the aircraft (e.g. wind);
• E2 the sets of discrete transitions, given by the graph in Figure 7;
• η2(·, ·, ·) the discrete output function, defined by the graph in Figure 7,

where the outputs corresponding to transitions due to situation awareness
errors (e2,4 and e2,5) are empty and are the source of the observability
problems that we need to address;

• The invariant conditions are defined as follows
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Fig. 7. Hybrid system HPc modelling Pc

Iq2,1 = {(s2, v2) : s2 ∈ ΩAp, ‖v2‖ = 0}
Iq2,2 = {(s2, v2) : s2 ∈ ΩAW ∪ΩS2 , ‖v2‖ > 0}
Iq2,3 = {(s2, v2) : s2 ∈ ΩS2 , ‖v2‖ = 0}
Iq2,4 = {(s2, v2) : s2 ∈ ΩC1 , ‖v2‖ > 0}
Iq2,5 = {(s2, v2) : s2 ∈ ΩS2 ∪ΩC1 , ‖v2‖ > 0}
Iq2,6 = {(s2, v2) : s2 ∈ ΩM , ‖v2‖ > 0}
Iq2,7 = {(s2, v2) : s2 ∈ ΩC1 , ‖v2‖ ≥ 0}

• R2(e, x, u, v) = x, ∀(e, x, u, v) ∈ E2×X2×U2×D2 are the reset mappings;
• The guard conditions are

Ge2,6 = Ge2,7 = {(s2, v2) : s2 ∈M, ‖v2‖ > 0};

• The initial discrete state is q2,1.

Proceeding as for HPt , one works out an observer OPc which is not crit-
ical due to the states {q2,2, q2,5}, {q2,3, q2,5} with cardinality greater than 1.
Considering an additional discrete signal h(q2,5), one obtains an observer ÔPc ,
which is critical (see Figure 8).
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Fig. 8. Critical observer ÔPc

More complicated critical observation problems involving the two pilots
acting together can be formalized considering the shuffle product of HPt and
HPc [24], and determining the induced critical states on this new system H.
Indeed, in the case of the two pilots acting together, an emergency braking
action may result into a halt of the aircraft on the runway, an unsafe situation
to avoid. For the sake of simplicity, the models presented here do not consider
this situation, but the methods developed to solve the observability problem
can indeed be extended to these more complex models.

5.3 Controller observation problem

Consider now the observation problem of the controllers.
The ground controller Cg can be modelled by a discrete event dynamic

systems (DEDS) DCg
where

• Q3 = {q3,1, q3,2, q3,3} is the set of discrete states, with q3,1 corresponding
to Cg in miscellaneous monitoring operations, q3,2 to Cg having granted
crossing, q3,3 to an emergency braking action on the runway;

• Σ3 = {σ3,1, σ3,2, σ3,3, σ3,4, σ3,5} is the finite set of input events, with σ3,1

the decision to give a crossing grant, σ3,2 = ψ2,4 the crossing completed
confirmation, σ3,3 the stopbar violation alarm on, σ3,4 the decision to give
a start up, σ3,5 = ψ2,2 the crossing request;

• Ψ3 = {ψ3,1, ψ3,2, ψ3,3, ψ3,4}∪{ε} is the set of discrete outputs, with ψ3,1 =
σ2,3 the crossing grant, ψ3,2 = σ2,4 the emergency braking command,
ψ3,3 = σ1,1 = σ2,1 the start up grant, ψ3,4 = σ2,2 the command to wait for
crossing grant at stopbar S2;
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Fig. 9. DEDS modelling DCg and DCt

• The input, transition and output functions φ3, δ3 and η3 are defined by
the graph in Figure 9.

The tower controller Ct can also be modelled by a DEDS DCt
where

• Q4 = {q4,1, q4,2, q4,3} is the set of discrete states, with q4,1 corresponding
to Ct in miscellaneous operations, q4,2 to Ct having granted take off, q4,3
an emergency braking action on the runway;

• Σ4 = {σ4,1, σ4,2, σ4,3} is the finite set of input events, with σ4,1 = ψ1,2 the
take off request, σ4,2 = ψ1,7 the take off completed confirmation, σ4,3 the
runway incursion alert on;

• Ψ4 = {ψ4,1, ψ4,2} ∪ {ε} is the set of discrete outputs, with ψ4,1 = σ1,2 the
take off grant, ψ4,2 = σ1,5 emergency braking command;

• The input, transition and output functions φ4, δ4 and η4 are defined by
the graph in Figure 9.

The hazardous situation of a crossing grant given by Cg and a take–off
grant simultaneously given by Ct should be detected. However, the discrete
event dynamic systems DCg

and DCt
have no critical states, because the

hazardous situation arise when a crossing grant is given by Cg simultaneously
with a take off grant given by Ct. Hence, the observation problem has to be
considered for the composition (shuffle product) of DCg

and DCt
, represented

in Figure 10.
The state q̄5 = {q3,2, q4,2} that corresponds to simultaneous crossing grant

and take off grant, is critical. The observer for this system is illustrated in
Figure 11. One can see that additional information are needed to detect the
critical state q̄5.

However, in a discrete event system, no continuous information are avail-
able. Hence, the only way for solving the observability problem of the critical
states is the introduction of new discrete outputs, e.g. the confirmation that
crossing (ψ̄3) or take off (ψ̄4) are completed, as represented in Figure 12. This
corresponds to a change in the procedure the controllers have to follow.
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Fig. 11. Controller observer
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Fig. 12. DEDS modelling DCg and DCt
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Fig. 13. Controller observer

After the addition of new outputs, the observer of the shuffle product
satisfies the critical observability criteria with respect to the critical state q̄5,
since it has no critical states (see Figure 13). In this case, the observer coincides
with the discrete event system to be observed, because every transition has a
non–null discrete output.
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5.4 Simulation

Starting from Matlab executions of the mathematical models previously de-
scribed, we developed a framework for generating an animated simulation of
the runway crossing. The tools used to realize a graphical environment are
Matlab and Visual Nastran.

Once we create a Matlab simulation of the Runway Crossing agents, an
interface between Matlab simulation data and Visual Nastran graphical gen-
eration was defined. Then, the following steps were necessary to produce an
AVI graphical simulation of a Matlab system execution: first, the construction
of the static model to animate, where a solid model of an aircraft and of the
runway configuration were generated, and each solid model of the aircraft was
associated to a dynamic; thus, the animation of the static model according
to the Matlab simulation. Once all these steps are executed, it is possible to
analyze the simulation step by step, and to generate the animation of the
Runway Crossing Procedure as an AVI file.

6 Conclusions

We addressed the characterization of observability observability of switching
linear systems. We derived some sufficient and some necessary conditions for
assessing observability and critical observability that can be checked by means
of a computationally efficient procedure. We proposed an observer that under
appropriate conditions is guaranteed to reconstruct the hybrid state evolution
of a given switching system whenever a critical state is reached. We showed
how critical observability could be used in the runway crossing problem where
four human agents interact in a system consisting of five subsystems. The
human agents are subject to errors that may lead to catastrophic situations
and are modeled as hybrid systems. We developed a hybrid observer to detect
the hazardous situations corresponding to critical states and demonstrated its
use with extensive Matlab simulations. Further work will focus on the analysis
of the topology of the discrete event system associated with the switching
system to find more efficient procedures for checking observability.
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Summary. This is the first of two chapters dealing with multirobot navigation. In
this chapter a centralized methodology is presented for navigating a team of multiple
robotic agents. The solution is a closed form feedback based navigation scheme. The
considered robot kinematics include holonomic and non-holonomic constraints and
are handled under the unifying framework of multirobot navigation functions. The
derived methodology has theoretically guaranteed global convergence and collision
avoidance properties. The feasibility of the proposed navigation scheme is verified
through non-trivial computer simulations.

1 Introduction

Multi-Robot Navigation is a field of robotics that has recently gained increas-
ing attention, due to the need to control more than one robot in the same
workspace. The main motivation for our work initiated from the need to nav-
igate concurrently several robotic agents sharing the same workspace. There
are many application domains for multi-robot navigation ranging from navi-
gation of teams of micro robots to conflict resolution in air traffic management
systems.

The main focus of work on multi-robotic systems in the last few years
has been on team formations [6, 24, 29, 9, 39, 28]. There have been several
attempts to tackle multiagent navigation since the last two decades [43, 16,
15, 21, 42, 45, 44]. Most of them

• are based on heuristic approaches
• rely on simplifying assumptions i.e. point robots, convex obstacles, etc.
• do not possess theoretically guaranteed properties like stability, collision

avoidance and global convergence
• are not applicable for online trajectory generation
• do not account for nonholonomic kinematics
• do not consider bounded inputs
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In [43] the author defines separating planes at each moment and ensures that
the robots stay in opposite half spaces but cannot guarantee that each robot
will reach its goal since they may reach a deadlock state where one robot is
blocking the other. In [16] a decoupled approach is presented, where first sep-
arate paths for the individual robots are computed and then possible conflicts
of the generated paths are resolved in an off-line fashion. In [34] the authors
consider an alternative problem in the domain of multirobot navigation, that
is path coordination, where the robots paths are calculated off-line and a coor-
dination scheme is executed in an off-line fashion. Although a large number of
robots can be handled in this framework, it cannot handle inaccuracies in the
executed trajectories, which are usually present in robotic systems due to the
inability of the robots’s hardware to follow exactly the pre-specified trajec-
tory. In [3] a dynamic networks approach is adopted where a fast centralized
planner is used to compute new coordinated trajectories on the fly. However
this methodology does not have theoretically guaranteed global convergence
properties.

A need for a unifying framework for robotic navigation, where one can
perform analysis and establish theoretical guarantees for the properties of the
system is apparent. Such a framework was proposed by Koditschek and Rimon
[11] in their seminal work. This framework had all the sought qualities but
could only handle single point-sized robot navigation. Two of the authors of
this work in their previous work [38] had successfully extended the navigation
function framework to take into account the volume of each robot and also
to handle robots with non-holonomic kinematic constraints. In this work we
present a provably correct way to extend the navigation function framework
to the case of multiple robot navigation.

Of particular importance to multi-robot navigation is the case of systems
possessing non-holonomic kinematic constraints. In [7] formation transitions
of non-holonomic vehicle teams are studied using a graph theoretic approach.
No general solutions have been proposed for closed loop navigation for mul-
tiple non-holonomic robots navigation, because of the problem’s complexity
and the fact that non-holonomic systems do not satisfy Brocket’s necessary
smooth feedback stabilization condition [2] hence no continuous static control
law can stabilize a non-holonomic system to a point. Several motion plan-
ning strategies for non-holonomic systems are based on differential geome-
try [14, 13, 30, 26, 5, 23, 22]. Other strategies implement multi-rate [40] or
time-varying controllers [27, 41]. Discontinuous control strategies are based
on appropriately combining different controllers [12].

The main contributions of this work can be summarized as follows:

1. A new methodology for constructing provably correct Navigation Func-
tions for multi-robot navigation

2. A provably correct way to implement dipolar potential fields in Multi-
Robot Navigation Functions for application in mixed holonomic and non-
holonomic systems
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3. Development of a Multi-Robot control scheme, that takes into account
bounds in the maximum achievable velocities of the system

The rest of the chapter is organized as follows: Section 2 presents the
concept of Navigation Functions while section 3 introduces the considered
system and presents the problem statement. Section 4 introduces the concept
of Multi-Robot Navigation Functions, while in section 5 the controller synthe-
sis is presented. In section 6 simulation results of the proposed methodology
are presented and the chapter concludes with section 7.

2 Navigation Functions (NFs)

Navigation functions (NF’s) are real valued maps realized through cost func-
tions ϕ(q), whose negated gradient field is attractive towards the goal config-
uration and repulsive wrt obstacles. It has been shown by Koditscheck and
Rimon that strict global navigation (i.e. the system q̇ = u under a control law
of the form u = −∇ϕ admits a globally attracting equilibrium state) is not
possible, and a smooth vector field on any sphere world with a unique attrac-
tor, must have at least as many saddles as obstacles [11]. Figure 1 shows a
navigation function in a workspace with three obstacles.

A navigation function can be defined as follows:

Definition 1. [11] Let F ⊂ R2N be a compact connected analytic manifold
with boundary. A map ϕ : F → [0, 1] is a navigation function if:

1. Analytic on F ;
2. Polar on F , with minimum at qd ∈

◦
F ;

3. Morse on F ;
4. Admissible on F .

Strictly speaking, the continuity requirements for the navigation functions
are to be C2. The first property of Definition 1 follows the intuition provided
by the authors of [11], that is preferable to use closed form mathematical ex-
pressions to encode actuator commands instead of ”patching together” closed
form expressions on different portions of space, so as to avoid branching and
looping in the control algorithm. Analytic navigation functions, through their
gradient provide a direct way to calculate the actuator commands, and once
constructed they provide a provably correct control algorithm for every envi-
ronment that can be diffeomorphically transformed to a sphere world.

A function ϕ is called polar if it has a unique minimum on F . By using
smooth vector fields one cannot do better than have almost global navigation
[11]. By using a polar function on a compact connected manifold with bound-
ary, all initial conditions will either be brought to a saddle point or to the
unique minimum: qd.

A scalar valued function ϕ is called a Morse function if all its critical points
(zero gradient vector field) are non-degenerate, that is the hessian at the
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Fig. 1. Navigation Function with three obstacles

critical points is full rank. The requirement in Definition 1 that a navigation
function must be a Morse function, establishes that the initial conditions that
bring the system to saddle points are sets of measure zero [25]. In view of this
property, all initial conditions away from sets of measure zero are brought to
qd.

The last property of Definition 1 guarantees that the resulting vector field
is transverse to the boundary of F . This establishes that the system will be
safely brought to qd, avoiding collisions.

3 System Description & Problem Statement

We assume that the n robots indexed from 1 . . . n (0 ≤ n ≤ m) are holo-
nomic and the rest z = m − n robots indexed from (n + 1) . . .m are non-
holonomic. Define the posture of each robot as pi =

[
qTi θi

]T ∈ R2 × (−π, π]
with i ∈ {1 . . .m}. The state vector of the holonomic robots is defined as
qh =

[
pT1 . . . pTn

]T and for the non-holonomic as qnh =
[
pTn+1 . . . p

T
m

]T . The
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state of the whole system is p =
[
qh

Tqnh
T
]T . We will also need the orienta-

tion vector θ =
[
θTn+1 . . . θ

T
m

]T .
The kinematics of the holonomic subsystem can be described by the fol-

lowing model
q̇h = M · uh (1)

and the kinematics of the non-holonomic subsystem by the model:

˙qnh = C · unh (2)

The augmented system we are considering can thus be described by the fol-
lowing kinematic model:

ṗ =
[
M3n×3n O3n×2z

O3z×3n C3z×2z

]
·
[
uh

unh

]
(3)

where M = diag
(
umax
x1

, umax
y1

, wmax
1 , . . . wmax

n

)
contains the maximum ve-

locities achievable by the holonomic subsystem, uh =
[
uh1

T . . .uhn
T
]T ,

uhi
= [uxiuyiwi]

T , unh =
[
unhn+1

T . . .unhm
T
]T , unhi

= [viwi]
T and

C =

Cn+1 0
. . .

0 Cm

 with Ci =

 vmax
i cos(θi) 0

vmax
i sin(θi) 0

0 wmax
i

 since we are mod-

eling the non-holonomic systems as non-holonomic unicycles. vmax
i and wmax

i

contained in Ci matrix are the maximum achievable linear and angular veloc-
ities by the non-holonomic subsystem. The considered upper bounds to the
robots achievable velocities are reflected in the following restrictions over the
inputs:

c |uxi | ≤ 1, |uyi | ≤ 1, |wi| ≤ 1, i ∈ {1 . . . n} (4)
|wi| ≤ 1, |vi| ≤ 1, i ∈ {n+ 1 . . .m} (5)

The problem we are considering, of navigation of a mixed team of holo-
nomic and non-holonomic agents, can be stated as follows:

Given the mixed holonomic and non-holonomic system (3) and the input
constraints (4), derive a feedback kinematic control law that steers the system
from any initial configuration to the goal configuration avoiding collisions. The
environment is assumed perfectly known and stationary.

4 Multi-Robot Navigation Functions (MRNFs)

4.1 Preliminaries

Multi-Robot Navigation Functions (MRNFs), like NFs, are real valued maps
realized through cost functions, whose negated gradient field is attractive to-
wards the goal configuration and repulsive wrt obstacles. Considering a trivial
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system described kinematically as ẋ = u, the basic idea behind navigation
functions is to use a control law of the form u = −∇ϕ, where ϕ is an MRNF,
to drive the system to its destination. Our assumption that we have spher-
ical robots and spherical obstacles does not constrain the generality of this
methodology, since it has been proven [11] that navigation properties are in-
variant under diffeomorphisms. Methods for constructing analytic diffeomor-
phisms are discussed in ([32],[31]) for point robots and in [37] for rigid body
robots. We should note here that a proper diffeomorphism for a multi-robot
scenario must preserve the robot proximity relations discussed later in this
section.

Fig. 2.Workspace populated with holonomic (filled disks) and non-holonomic (disks
with filled triangle) robotic agents. Target configurations represented with non-filled
disks

Let us assume the following situation: We have m mobile robots, and
their workspace W ⊂ Rr where r is the workspace dimension. Each robot Ri,
i = 1 . . .m occupies a sphere in the workspace: Ri = {q ∈ Rr : ‖q− qi‖ ≤ ri}
where qi ∈ Rr is the center of the sphere and ri is the radius of the robot. The
configuration of each robot is represented by qi and the configuration space C
is spanned by q =

[
qT1 . . .qTm

]T . The destination configurations are denoted



Multirobot Navigation Functions I 185

with the index d, i.e. qd =
[
qTd1

. . .qTdm
]T . Figure 2 depicts a team of holonomic

robots represented as filled disks and nonholonomic robots represented as
disks with filled triangles in a spherical workspace. A multi-robot navigation
function can be defined in an analogous manner to the navigation function
definition [11] as follows:

Definition 2. Let F ⊂ Rrm be a compact connected analytic manifold with
boundary. A map ϕ : F → [0, 1] is a multirobot navigation function if it is:

1. Analytic on F ,
2. Polar on F , with minimum at qd ∈

o

F ,
3. Morse on F
4. lim

q→∂F
ϕ(q) = 1 > ϕ (qint) , ∀qint ∈

◦
F

Strictly speaking, the continuity requirements for the MRNFs are to be
C2. Analytic MRNFs, through their gradient provide a direct way to calcu-
late the actuator commands, and once constructed they provide a provably
correct control algorithm for every environment that can be diffeomorphically
transformed to a sphere world.

The requirement in Definition 2 that an MRNF must be a Morse function,
establishes that the initial conditions that bring the system to saddle points
are sets of measure zero, hence all initial conditions away from sets of measure
zero are brought to qd.

The last property of definition 2 guarantees that the resulting vector field
is transverse to the boundary of F , hence a system inheriting the gradient
field properties of the MRNF will be safely brought to qd, avoiding collisions.

4.2 NFs vs MRNFs

The concept behind potential functions is that the system must be attracted
toward the “good” sets and repelled away from “bad” sets. Multi-Robot
Navigation functions are a special category of potential functions that have
the properties defined in Definition 2. The navigation function proposed by
Koditschek and Rimon [11] for single, point robot navigation, was a compo-
sition of three functions:

ϕ
�
= σd ◦ σ ◦ ϕ̂ =

γd(
γkd + β

)1/k (6)

where σd (x)
�
= x1/k was used to render the destination point a non-degenerate

critical point. σ (x)
�
= x

1+x was used to constrain the values of the navigation
function in the range of [0, 1]. Function ϕ̂ was chosen to reflect this concept
as ϕ̂ = γ

β where γ = γkd = ‖q − qd‖2k was a metric of the distance from the
target - hence the good set was defined as γ−1(0) and the bad sets were de-
fined as β−1(0). Now the essential difference between single point robot and
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multiple non-point robot navigation lies in the way of choosing the function
β. For the single point robot case, this function was chosen as the product
of the functions βj that encoded class K∞ functions of the distance of the
robot from the obstacles and the workspace boundary. In initial attempts to
tackle the non-point multi-robot navigation problem in the context of naviga-
tion functions, the authors of [45, 44] chose function β as the product of the
functions βi,j = 1

2

(
‖qi − qj‖2 − (ρi + ρj)

2
)
. They were able to theoretically

establish that the resulting potential function attained a uniform maximum
value on the configuration space boundary i.e. the resulting trajectories were
collision free.

The major contribution of this work is in showing that an appropriate and
more elaborate construction of the function β, first presented by the authors
in [17], yields a provably correct multi-robot navigation function.

4.3 Terminology

Our intuition for developing this methodology was that in multi-robot sce-
narios, just avoiding the neighboring robots was not an adequate strategy.
It makes more sense for a centralized controller to try to avoid any possible
collision scheme. With this in mind we had to encode in β the ”distance” of
the system from every possible collision scheme. A key issue of this point of
view is that collision schemes are categorized into discrete proximity relations.

The robot proximity function, which is a measure of the distance be-
tween two robots i and j is defined as βi,j (q) = qT ·Di,j · q− (ri+ rj)2 where
the matrix Di,j is defined in Appendix A. We will use the term ‘relation’
to describe the possible collision schemes that can be defined in a multi-
robot scheme, possibly including obstacles. The ‘set of relations’ between
the members of the team can be defined as the set of all possible collision
schemes between the members of the team. A ‘binary relation’ is a rela-
tion between two robots. Any relation can be expressed as a set of binary
relations. A ‘relation tree’ is the set of robots-obstacles that form a linked
team. Each relation may consist of more than one trees (figure 3). We will
call the number of binary relations in a relation, the ‘relation level’. Figure
(4) demonstrates several types of relations of a four – member team.

A relation proximity function (RPF) provides a measure of the dis-
tance between the robots involved in a relation. Each relation has its own
RPF. An RPF is the sum of the robot proximity functions of a relation and
assumes the value of zero whenever the related robots collide and increases
wrt the distance of the related robots:

bR = qT · PR · q−
∑

{i,j}∈R
(ri + rj)

2 (7)

where R is the set of binary relations (e.g. for the relation in figure (3.b)
R = {{A,B} , {A,C} , {B,C} , {D,E}} ) and PR =

∑
{i,j}∈R

Di,j is the rela-
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Fig. 3. (a) One – tree relation, (b) Two tree relation

tion matrix of RPF. A Relation Verification Function (RVF) is defined
by:

gRj

(
bRj

, BRC
j

)
= bRj

+
λ · bRj

bRj
+B

1/h

RC
j

(8)

where λ, h > 0 , RC
j is the complementary to Rj set of relations in the same

level, j is an index number defining the relation in the level and BRC
j

=∏
k∈RC

j

bk . An RVF is zero if a relation holds while no other relation from

the same level holds and has the properties: (a) lim
x→0

lim
y→0

gx (x, y) = λ , (b)

lim
y→0

lim
x→0

gx (x, y) = 0 .

Based on the above properties, in a robot proximity situation, one can
verify that: if

(
gRj

)
k
= 0 at some level k then (gRi

)h �= 0 for any level h and
i �= j in level k . It should be noted hereby that since in the highest relation
level only one relation exists, there will be no complementary relations and
the RVF will be identical to the RPF e.g. λ = 0 for this relation.

4.4 Construction of MRNFs

For the MRNFs, the β function used in eq. 6, is replaced with the G function
defined as

G =
nL∏
L=1

nR,L∏
j=1

(
gRj

)
L

(9)

with nL the number of levels and nR,L the number of relations in level L.
The number of relation verification functions for a multirobot scenario

with m robots, assuming that any relation is possible, is 2
m·(m−1)

2 − 1. Hence
the required computations for the construction of G in e.q. (9) increases ex-
ponentially wrt the number of robots in the workspace.
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Fig. 4. I, II are level 3; IV, V are level 4 and III is a level 5 relation

Example

As an example, we will present the steps to construct an MRNF for a team of
four robots. Assume the robots are indexed 1 through 4. We begin by dfining
the for each relation j in every level k, the set of binary relations comprising
the relation (Rj)k. For each binary relation we calculate the robot proximity
function . Knowing the members of each relation we can calculate the relation
proximity functions of each relation, which are the sum of the robot proximity
functions of the individual binary relations comprising the relation. Tables 1.a
and 1.b. show the RPFs for several members of each level.

Table 1.a. Relation proximity functions in Levels 1 to 4

Relation Level 1 Level 2 Level 3 Level 4

1 β12 β12 + β13 β12 + β13 + β14 β12 + β13 + β14 + β23

2 β13 β12 + β14 β12 + β13 + β23 β12 + β13 + β14 + β24

3 β14 β12 + β23 β12 + β13 + β24 β12 + β13 + β14 + β34

...
...

...
...

...

20 - - β23 + β24 + β34 -

Table 1.b Relation proximity functions in Levels 5, 6

Relation Level 5 Level 6

1 β12 + β13 + β14 + β23 + β24 β12 + β13 + β14 + β23 + β24 + β34

2 β12 + β13 + β14 + β23 + β34 -
...

... -

6 β13 + β14 + β23 + β24 + β34 -

Notice that Levels 1 through 6 contain 6, 15, 20, 15, 6, 1 relations re-
spectively. Once relation proximity functions have been defined for all levels,
we can easily calculate the complements BRC

j
and then the RVFs through
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eqn. (8). G can then be calculated through eqn. (9) and the navigation func-
tion through eq. (6) with β := G. Parameter k in eq. (6), should be chosen
to be large enough, as there exists a lower bound below which the function is
not a navigation function. Such a lower bound is theoretically established in
section 4.7 for a bounded workspace.

4.5 Assumptions

An assumption about the robot target configurations was needed in proving
the navigation properties of our methodology. So for any valid workspace we
need the destination configurations to be related with the robot radii through
the following inequality:∑

{l,j}∈RH

∥∥∥qld − qjd
∥∥∥2

> (m− 1)2 ·
∑

{l,j}∈RH

(rl + rj)
2 (10)

where RH is the highest level relation. It should be noted that as this is a
requirement for the sphere world, it does not actually constrain the applica-
bility of the methodology. This is due to navigation properties being invariant
under diffeomorphisms. This means that when we are navigating robots in a
diffeomorphic to a sphere world this requirement is equivalent to selecting tar-
get configurations in such a way that robots are not touching at their targets.
In the equivalent diffeomorphic sphere world the robot radii can be chosen to
be sufficiently small so eq. (10) is satisfied.

4.6 Characterization

With the above definitions and construction in place we can state the follow-
ing:

Theorem 1. For any valid workspace there exists K,h0 ∈ Z+ such that for
every k > K and h > h0 the function:

ϕ = σd ◦ σ ◦ ϕ̂ =
γd(

γkd +G
)1/k (11)

with G as defined in (9) is a Multi-Robot Navigation Function

Proof. Properties 1 and 4 of Definition 2 hold by construction. By Proposition
1, there exists a positive integer N1 such that for every k > N1, ϕ is polar on
F . By Proposition 6 there exist an ε1 and an h0, such that for every k > N2 =
N (ε1), with N (·) as defined in Proposition 4, and for every integer h > h0,
ϕ is Morse on F . Choosing a K such that K > max {N1, N2} completes the
proof. �
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4.7 Proof of correctness

The following theorem allows us to reason for function ϕ by examining the
simpler function ϕ̂.

Theorem 2 ([11]). Let I1, I2 ⊆ R be intervals, ϕ̂ : F → I1 and σ : I1 → I2
be analytic. Define the composition ϕ : F → I2 , to be ϕ = σ ◦ ϕ̂ . If σ
is monotonically increasing on I1, then the set of critical points of ϕ̂ and ϕ
coincide and the (Morse) index of each critical point is identical.

Let ε > 0. Define Bl
i (ε) = {q : 0 < (gRi

(q))l < ε} . Following the reasoning
inspired by that of [11], we can discriminate the following topologies:

1. The destination point qd
2. The free space boundary: ∂F (q) = G−1 (δ), δ → 0

3. The robot/obstacle proximity set: F0 (ε) =
nL⋃
L=1

nR,L⋃
i=1

BL
i (ε)− {qd} , with

nL and nR,L as defined above.
4. The robot/obstacle distant set: F1 (ε) = F − ({qd}

⋃
F0 (ε))

We can now state the following:

Proposition 1. For any valid workspace, there exists a positive integer N1

such that for every k > N1, function (11) with β = G as defined in (9) is
polar on F .

Proof. By Proposition 2, qd is a local minimum of ϕ. By Proposition 3 all
critical points are in the interior of free space and by Proposition 4, choosing
k > N (ε) no critical points exist in F1. Proposition 5 establishes the existence
of an ε0, such that N1 = N (ε0) is a lower bound for k for which the critical
points in F0 are not local minima. �
Proposition 2. The destination point qd is a non – degenerate local mini-
mum of ϕ.

Proof. See Appendix B.1 �
Proposition 3. All the critical points are in the interior of the free space.

Proof. See Appendix B.2 �
Proposition 4. For every ε > 0 , there exists a positive integer N(ε) such
that if k > N(ε) then there are no critical points of ϕ̂ in F1 (ε) .

Proof. See Appendix B.3 �
Hence the set away from the obstacles is ‘cleaned’ from critical points.

The workspace can be bounded with several obstacles prohibiting the motion
of robots beyond them or by defining a world obstacle in the sense of robot
proximity function: βw,i = (−1)

(
qTi qi − (rw − ri)

2
)
where the index i refers

to the robot and the index w refers to the world obstacle.
The following proposition establishes that the critical points of the pro-

posed function except from the target are saddles.
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Proposition 5. There exists an ε0 > 0 , such that ϕ̂ has no local minimum
in F0 (ε), as long as ε < ε0.

Proof. See Appendix B.4 �

The following proposition establishes that the proposed function is a Morse
function [25].

Proposition 6. There exists ε1 > 0 and h0 > 0, such that the critical points
of ϕ̂ are non-degenerate as long as ε < ε1 and h > h0.

Proof. See Appendix B.5 �

5 Controller Synthesis

5.1 The Holonomic Case

In the holonomic case, we are considering system 1. In this case we can directly
use the MRNF’s negated gradient field to drive the system to it’s destination
from any feasible initial configuration, using a control law of the form:

uh = −K · ∇ϕ (qh) (12)

where K is a positive gain. We can state the following:

Proposition 7. System (1) under the control law (12), with ϕ a Multi Robot
Navigation Function, is globally asymptotically stable, almost everywhere 3

Proof. See Appendix B.6 �

5.2 The mixed Holonomic and Non-Holonomic Case

We will now proceed with presenting a controller design methodology that
handles the more general case of teams having both holonomic and non-
holonomic members with additional input constraints. The two ends of this
configuration is the purely holonomic case and the purely non-holonomic case
both with input constraints, which is in accordance to the problem statement
as posed in section 3.

3 i.e. everywhere except from a set of initial conditions of measure zero
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Dipolar MRNFs

As it was shown in [36] a navigation field with dipolar structure was particu-
larly suitable for nonholonomic navigation. Based on [36] and [20], we apply
the dipolar navigation methodology to the problem we are considering: To be
able to produce a dipolar field, ϕ must be modified as follows:

ϕ =
‖p− pd‖2(

‖p− pd‖2k +Hnh ·G
)1/k

where Hnh has the form of a pseudo - obstacle:

Hnh = εnh +
m∏

i=n+1

ηnhi

Figure 5 shows a 2D dipolar Navigation Function. The navigation properties

Fig. 5. 2D Dipolar Navigation Function

are not affected by this modification, as long as the workspace is bounded,
ηnhi can be bounded in the workspace and εnh > min {ε0, ε1} [19]. A possible
choice of ηnhi is:

ηnhi =
(
(q− qd)

T · ndi

)2

(13)

where ndi =
[
O1×2(i−1) cos (θdi) sin (θdi) O1×2(m−i)

]T .
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Design

In the following analysis we will use V = ϕ (p), where ϕ an MRNF, as a
Lyapunov function candidate.

Define M = {n+ 1, . . . ,m} and Ω = P (M) where P denotes the power
set operator. Assuming that Ω is an ordered set, let Nj denote the j ’th
element of Ω where j ∈ {1, . . . , 2z}. Then Nj ⊆ M with N1 = {∅} and
N2z =M. We can now define:

∆j = δθnh (j)− δVq − δh (14)

where δθnh , δVq , δVθ are defined as follows:

δθnh (j) =
∑

i∈{M\Nj}

[
(θnhi − θi) · wmax

i · Vθi
a1 + |θnhi − θi|

]
−

−
∑

i∈{Nj}

[
wmax
i · V 2

θi

a1 + |Vθi |

]

δVq =
m∑

i=n+1

[
|Vxi · cos (θi) + Vyi · sin (θi)| ·

vmax
i · Zi

a2 + Zi

]

δh =
n∑

i=1

umax
xi · V 2

xi

a1 + |Vxi |
+

umax
yi · V 2

yi

a1 + |Vyi |
+

wmax
i · V 2

θi

a1 + |Vθi |

Zi = a3 ·
(
V 2
xi + V 2

yi

)
+ a4

(
(xi − xdi)

2 + (yi − ydi)
2
)

θnhi = atan2 (Vyi · sidei, Vxi · sidei)
with

sidei = sgn ((q− qd) · ndi)

sgn (x) =
{
−1 x < 0
1 x ≥ 0

and Vx, Vy, Vθ denotes the derivative of V along qx, qy, θ respectively.
a1, a2, a3, a4 are positive constants. Define H = {j : ∆j < 0} and ρ =
min {H

⋃
{2z}}. Also define s (x) = x

a1+|x| . We can now state the following:

Proposition 8. The system (3) under the control law:

uxt = −s (Vxt)
uyt = −s (Vyt)
ωt = −s (Vθt)

, t ∈ {1, . . . n}

ωl = −s (θl − θnhl) , l ∈ {M\Nρ}
ωj = −s

(
Vθj

)
, j ∈ {Nρ}
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vi = −
Zi

a2 + Zi
· sgn (Vxi · cos (θi) + Vyi · sin (θi)) ,

i ∈M

is globally asymptotically stable a.e.4

Proof. See Appendix B.7 �

Corollary 1. The control law defined in Proposition 8 respects the input con-
straints defined in (4).

Proof. Since the range of function −1 ≤ s (x) ≤ 1,∀x ∈ R and |ui| = Zi

a2+Zi
≤

1, the constraints (4) are not violated. �

6 Simulations

To verify the effectiveness of our algorithms, we have set-up a simulation
with 5 robots. The robots are represented as circles with an inscribed triangle
indicating their current orientation. Holonomic robots were represented as
filled disks and non-holonomic robots as disks with an inscribed filled triangle
(figure 2)

In the first simulation we used only holonomic robots to demonstrate the
effectiveness of the multirobot navigation functions. Shown in figure 6-a, are
the initial robot configurations indicated with Ri and their target configura-
tions Ti, with i ∈ {1 . . . 5}. Robots 1 and 2 were initially placed at each others
target, whereas robots 3 . . . 5 were initially placed at their destination config-
urations. The rest snapshots of figure 6 show the evolution of the system.
Observe how robots 3 . . . 5 move away from their targets to allow for robots 1
and 2 to maneuver their way to their targets. Eventually all robots converge
to their targets. In figure 7 the control effort for each robot is shown. Since
initial and final angles are identical for the holonomic simulation, there is no
control effort for the angular velocity. As can be seen from figure 7, the con-
trol effort for each actuation direction lies in the predefined velocity bounds
indicated by the dotted red lines at ±100% control effort levels.

In the second simulation we used 2 holonomic robots (R1, R2) and 3
non-holonomic robots R3 . . . R5 to show the effectiveness of dipolar multiro-
bot navigation functions in scenarios with mixed holonomic - non-holonomic
robot teams. Shown in figure 8-a, are the initial and final robot configura-
tions indicated as Ri, T i resp., with i ∈ {1 . . . 5}. Figure 8-b - 8-i depict the
robot trajectories and maneuvers to reach their targets. And in this mixed

4 a.e.: almost everywhere, i.e. everywhere except a set of initial conditions of mea-
sure zero that lead the holonomic subsystem to saddle points
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Fig. 6. First simulation with 5 holonomic robots

scenario the multirobot navigation functions augmented with an appropriate
dipolar structure succeeds in navigating the mixed robotic team to its desti-
nation. Figure 9 depicts the control effort for each robot. While the control
signal for the holonomic robots (R1, R2) is absolutely continuous (fig. 9), the
control signal for the non-holonomic robots (R3-5) exhibits at some time in-
stants a high frequency switching known as chattering. This is expected due
to the discontinuous controllers being used for the non-holonomic subsystem.
In [35] it is shown that one can translate a discontinuous kinematic controller
to a dynamic one using a non-smooth backstepping controller design tech-
nique, maintaining the kinematic controller’s convergence properties, and at
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Fig. 7. Control effort for the first simulation for each robot

the same time smoothing out the chattering behavior through the backstep-
ping integrator which acts as a low pass filter .

7 Conclusion

A new methodology for constructing provably correct multirobot navigation
functions was presented in this chapter. The derived methodology can be ap-
plied to mixed holonomic - non-holonomic teams when augmented with an ap-
propriate dipolar structure. The proposed controllers provide upper bounded
inputs to the system, while maintaining the MRNF’s global convergence and
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Fig. 8. Second simulation with 2 holonomic and 3 non-holonomic robots
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Fig. 9. Control effort for the second simulation for each robot

collision avoidance properties. The methodology due to its closed loop nature
provides a robust navigation scheme with guaranteed collision avoidance and
its global convergence properties guarantee that a solution will be found if one
exists. The closed form control law and the analytic expression of the potential
function and the derivatives provide fast feedback making the methodology
suitable for real time applications. The methodology can be readily applied
to a three dimensional workspace and through proper transformations to ar-
bitrarily shaped robots. The complexity of the methodology, as discussed in
section 4.4 increases exponentially wrt the number of robots.
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Current research directions are towards reducing the methodology’s com-
plexity using a hybrid systems framework and hierarchical application of the
methodology to robotic swarms.

In this chapter we discussed the centralized multiagent navigation problem
basing our approach on the navigation functions concept. The next chapter
extends the multiagent navigation functions concept to the domain of decen-
tralized multiagent navigation.

A Definitions

This section contains several definitions used in this chapter.

Dij = (15)
O2(i−1)×2m

O2×2(i−1) I2×2 O2×2(j−i−1) −I2×2 O2×2(m−j)
O2(j−i−1)×2m

O2×2(i−1) −I2×2 O2×2(j−i−1) I2×2 O2×2(m−j)
O2(m−j)×2m



B Proofs

B.1 Proof of Proposition 2

Similar to this found in [11]. From eq. (11), we have:

∇ϕ (qd) =

((
γkd +G

)1/k∇γd − γd∇
(
γkd +G

)1/k)(
γkd +G

)2/k = 0

since at qd both γd and ∇γd are zero. The Hessian at a critical point is:

∇2ϕ =

((
γkd +G

)1/k∇2γd − γd∇2
(
γkd +G

)1/k)(
γkd +G

)2/k
but at qd, ∇2γd = 2I and the Hessian reduces to:(

∇2ϕ
)
(qd) = 2G−1/kI

which is non – degenerate. �
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B.2 Proof of Proposition 3

Let q0 be a point on ∂F and suppose that
(
gRj

)
κ
(q0) = 0 for the relation j

of level k. Then (gRi
)h (q0) > 0 , for any level h and i �= j in level k, because

only one RVF can hold at a time. Then at q0:

∇ϕ (q0) =

(
γkd +G

) 1
k ∇γd − γd∇

(
γkd +G

) 1
k(

γkd +G
) 2
k


|q0

=

−1
k
γ−kd

 nL∏
L=1

nR,L∏
i(L)=1
i(k) �=j

(gRi
)L

 · ∇ (
gRj

)
k
�= 0

�

B.3 Proof of Proposition 4

Similar to this found in [11]. From ϕ̂ = γd
G it follows:

∇ϕ̂ =
1
G2

(
Gkγk−1

d ∇γd − γkd∇G
)

At a critical point it will be: γd∇G = Gk∇γd and taking the magnitude
of both sides we get: 2κG =

√
γd ‖∇G‖ since ‖∇γd‖ = 2

√
γd . A sufficient

condition for the above equality not to hold is:

κ >
1
2

√
γd ‖∇G‖

G

for all
q ∈ F1 (ε)

An upper bound for the right side of the inequality can be derived, provided
that the workspace (or configuration space) C is bounded and is given by:

1
2

√
γd‖∇G‖

G <

1
2

1
ε maxC

{√
γd
} nL∑
L=1

nR,L∑
j=1

max
C

{∥∥∇(gRj

)
L

∥∥} ∆= N (ε)

since
(
gRj

)
L
> ε, j ∈ {1..nR,L} , L ∈ {1..nL} . �
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B.4 Proof of Proposition 5

If q ∈ F0 (ε) ∩Cϕ̂ , where Cϕ̂ is the set of critical points, then q ∈ BL
i (ε) for

at least one set {L, i}, i ∈ {1..nR,L} , L ∈ {1 . . . nL} with nL the number of
levels and nR,L the number of relations in level L . We will use a unit vector
as a test direction to demonstrate that

(
∇2ϕ̂

)
(q) has at least one negative

eigenvalue. At a critical point,

(∇ϕ̂) (q) =
1
G2

(
k ·G · γk−1

d · ∇γd − γkd · ∇G
)
= 0

Hence
γd∇G = Gk∇γd (16)

The Hessian at a critical point is:(
∇2ϕ̂

)
(q) =

1
G2

(
G · ∇2γkd − γkd · ∇2G

)
and expanding:(

∇2ϕ̂
)
(q) = (17)

γk−2
d

G2

(
kG

[
γd · ∇2γd + (k − 1)∇γd∇γTd

]
− γ2

d · ∇2G
)

Taking the outer product of both sides of eq. (16), we get:

(Gk)2∇γd∇γTd = γ2
d∇G · ∇GT (18)

Substituting eq. (18) in eq. (17), we get:(
∇2ϕ̂

)
(q) = (19)

γk−1
d

G2

(
kG · ∇2γd +

(
1− 1

k

)
γd
G∇G · ∇GT − γd · ∇2G

)
We choose the test vector to be: û = PRi

· q⊥
/∥∥PRi

· q⊥
∥∥ where PRi

is the

relation matrix of bRi
and

(
q⊥

)T =
[
q⊥1 . . . q⊥m

]
. With ∇2γd = 2I we

form the quadratic form:

G2

γk−1
d

ûT
(
∇2ϕ̂

)
(q) û = (20)

2kG+
(
1− 1

k

)
γd
G ûT · ∇G · ∇GT · û− γd · ûT · ∇2G · û

Taking the inner product of u and ∇bRi
we have:〈

(2PRi
· q) ,

(
PRi

· q⊥
)〉

= 2qTPT
Ri

PRi
q⊥

As is shown in [18], the product PT
Ri

PRi
, is a linear combination of the matrices

Di,j , with {i, j} ∈ P2
Ri

where P2 is the set of relations contained in the
product of P matrices. Hence we can write:
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PT
Ri
· PRi

=
∑

{i,j}∈P2
Ri

aijDij

with ai,j integer constants (see [18]). So:

qT · PT
Ri
· PRi

· q⊥ = 0

Hence û⊥∇bRi
. In the following analysis we will use the subscript ‘i’ instead

of ‘Ri’ to simplify notation.
After manipulation of the term ûT · ∇G · ∇GT · û in eq. (20), we get:(

1− 1
k

)
γd
G
ûT · ∇G · ∇GT · û = giγd · ηi (21)

where

ηi =
(
1− 1

k

)(
ḡ−1
i ûT · ∇ḡi · ∇ḡTi · û+ · · ·

+ λ2c−2
i d4

i · ḡi · ûT · ∇b̃
1/h
i · ∇b̃

1/h
i

T
− . . .

− 2λc−1
i d2

i û
T · ∇b̃

1/h
i · ∇ḡTi · û

)
G = gi · ḡi, gi = ci · bi, ci = 1 + λdi

b̃i = BRC
i
, di =

1

bi + b̃
1/h
i

After manipulation of the term ûT · ∇2G · û (see [18] for details), we get:

ûT · ∇2G · û = gi · ξi + vi · ḡi · ci (22)

where

ξi = ûT · ∇2ḡi · û+
ḡi
ci
· ûT ·Ai · û− 2

λ

ci
d2
i û

T · ∇b̃
1/h
i · ∇ḡi · û

Ai = λ
(
2d3

i fi · fiT − d2
iTi

)
, fi = ∇bi +∇b̃

1/h
i

Ti = ∇2bi +∇2b̃
1/h
i , vi ≥ 2

Using equations (21) and (22), eq. (20) becomes:

G2

γk−1
d

ûT
(
∇2ϕ̂

)
(q) û =

(2kG− vi · ḡi · γd · ci) + gi · (γd · ηi − γd · ξi) (23)

Taking the inner product of both sides of eq. (16) with ∇γd we get:

4Gk = ∇γd∇G = ḡi∇gi · ∇γd + gi∇ḡi · ∇γd (24)
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Substituting 2Gk from eq. (24) in eq. (23) and expanding ∇gi we get:

G2

γk−1
d

ûT
(
∇2ϕ̂

)
(q) û =

ḡi · ci
(

1
2∇bi · ∇γd − vi · γd

)
+ · · ·

+gi · (γd · ηi − γd · ξi − σi +∇ḡi · ∇γd) (25)

where σi =
λḡid

2
i

2ci
fi ·∇γd. Setting µi = 1

2∇bRi
·∇γd− vi · γd, eq. (25) becomes:

G2

γk−1
d

ûT
(
∇2ϕ̂

)
(q) û =

ḡiciµi + gRi
(γdηi − γdξi − σi +∇ḡi∇γd) (26)

The second term of eq. (26) is proportional to gRi
and can be made arbitrarily

small by a suitable choice of ε but can still be positive, so the first term should
be strictly negative. We will need the following lemma to proceed with our
analysis:

Lemma 1.

max
q∈F0

(µi) = (x+ a) · (x− a/(m− 1)) · (m− 1)/m

where x =
√

ε+
∑

(ri + rj)
2 and a =

√
qTd PRi

qd

Proof.
µi = ∇bRi

· ∇γd/2− vi · γd ≤ 2f (q)

where
f (q) = qT · PRi

· q − qT · PRi
· qd − (q − qd)

T · (q − qd)

Thus
∇f (q) = 2PRi

· q − PRi
· qd − 2 (q − qd)

If qc is a critical point, then: ∇f (qc) = 0 . Solving for qc , we get:

qc = 1/2 · (PRi
− I)−1 · (PRi

− 2I) · qd

But for the worst-case scenario (This is when the proximity relation is a
complete graph)

(PRi
− I)−1 = 1/(m− 1) · PRi

− I

with
PRi

= m · I −
[
1 · · · 1

]T [ 1 · · · 1
]

So
qc = (I − PRi

· 1/ (2m− 2)) qd

and
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f (qc) = −m/(4m− 4) < 0

The Hessian of f (q) is:

∇2f (q) = 2 (PRi
− I)

It can be verified that PRi
− I has eigenvalues:

1. λ = m−1 of multiplicity (m− 1)D , where D is the workspace dimension,
and

2. λ = −1 of multiplicity D.

That means that f (q) decreases only along D dimensions about qc and in-
creases along the (m− 1)D remaining (for some appropriate coordinate sys-
tem), which in turn means that qc is a saddle. We are interested in finding
the maximum value that f (q) may attain under the constraint that bRi

≤ ε
. We form the constraint function:

g (q) = qT · PRi
· q − ε−

∑
{l,j}∈Ri

(rl + rj)
2 ≤ 0

Since g is convex (∇2g (q) = 2 · PRi
> 0 ) and qc is a saddle point of f , f (q)

will attain its maximum and minimum values over the constraint’s boundary,
g (q) = 0 . This can be formulated as a nonlinear optimization problem:

max
q∈U

(f (q))

where
f (q) = qT · PRi

· q − qT · PRi
· qd − (q − qd)

T · (q − qd)

and

U =

q : g (q) = qT · PRi
· q − ε−

∑
{l,j}∈Ri

(rl + rj)
2 ≤ 0


If

q∗ = argmax
q∈U

(f (q))

then, according to Kuhn Tucker conditions, there exists a ρ ≥ 0 such that:

∇f (q∗)− ρ∇g (q∗) = 0 (27)
ρ · g (q∗) = 0 (28)

g (q∗) ≤ 0 (29)
ρ ≥ 0 (30)

From eq. (27) we have:

2PRi
· q∗ − PRi

· qd − 2 (q∗ − qd)− 2ρ · PRi
· q∗ = 0
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Solving for q∗, we get

q∗ =
1
2
(I + (ρ− 1) · PRi

)−1 (2I − PRi
) qd

One can easily verify that:

(I + (ρ− 1) · PRi
)−1 = (I − PRi

· (ρ− 1)/(1 + (ρ− 1)m))

and
q∗ =

1
2
· (2I − PRi

· (2ρ− 1)/(1 + (ρ− 1)m)) qd

As discussed above, the constraint should be activated, so ρ > 0 and from
eq. (28) we get:

g (q∗) = 0

Solving for ρ we get:

ρ1,2 = (2 (m− 1)± (m− 2) a/x)/(2m)

Both ρ1 , ρ2 could be made positive so by substituting in q∗ we have:

+q∗ = (I − PRi
(a+ x)/(ma)) qd

and
−q∗ = (I − PRi

(a− x)/(ma)) qd

where +q∗ , −q∗ are the values of q∗ for ρ1, ρ2 respectively. Examining the
terms of f (q) , we have:

1. qTPRi
q = x2 for both +q∗,−q∗

2. qTPRi
qd = −ax for +q∗

3. qTPRi
qd = ax for −q∗

4. (q − qd)
T (q − qd) = (a+ x)2

/
m for +q∗ and

5. (q − qd)
T (q − qd) = (a− x)2

/
m for −q∗

After substituting in f (q) , we get:

f
(
+q∗

)
= x2 + ax− (a+ x)2

/
m = (x+ a) (x− a/(m− 1)) (m− 1)/m

and

f
(−q∗) = x2 − ax− (a− x)2

/
m = (x+ a/(m− 1)) (x− a) (m− 1)/m

Then f (+q∗) < 0 for
−a < x < a/(m− 1)

and f (−q∗) < 0 for
−a/(m− 1) < x < a
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We can observe that f (+q∗) = f (−q∗) for x = 0 and since we are interested
for x > 0 , it holds that f (+q∗) > f (−q∗) since

f
(
+q∗

)
− f

(−q∗) = 2a (m− 2)x/m > 0,∀x > 0,m > 2

Therefore, by choosing f (+q∗) we have the result:

max
q∈F0

(µi) = (x+ a) · (x− a/(m− 1)) · (m− 1)/m

and the proof of Lemma 1 is complete. �

So according to Lemma 1, for µi to be negative, it is sufficient to make
sure that:

ε <
1

(m− 1)2
· qTd PRH

qd −
∑

{l,j}∈RH

(rl + rj)
2 = . . .

1
(m− 1)2

∑
{l,j}∈RH

∥∥∥qld − qjd
∥∥∥2

−
∑

{l,j}∈RH

(rl + rj)
2 = ε0

Another constraint arises from the fact that ε > 0 . So for a valid workspace
it will be: ∑

{l,j}∈RH

∥∥∥qld − qjd
∥∥∥2

> (m− 1)2 ·
∑

{l,j}∈RH

(rl + rj)
2

where RH is the highest level relation. �

B.5 Proof of Proposition 6

Following the line of thought presented in [11], to prove that ϕ̂ is non-
degenerate, we need to prove that the quadratic form associated to the or-
thogonal complement of Nq = span {û} is positive definite. Since ∇bi⊥û we
need to prove that ũT

(
∇2ϕ

)
ũ > 0, where ũ = ∇̂bi. At a critical point from

eq. (16) we get: (k ·G)2 ‖∇γd‖2 = γ2
d ‖∇G‖2

2kG =
γd
2kG

‖∇G‖2

Multiplying eq. (19) from both sides with ũ, we get:

G2

γk−1
d

ũT
(
∇2ϕ̂

)
(q) ũ =

2kG+
(
1− 1

k

)
γd
G ũT · ∇G · ∇GT · ũ− γd · ũT · ∇2G · ũ
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= L+M +N

where after replacing 2kG:

L =
γd
2kG

‖∇G‖2

M =
(
1− 1

k

)
γd
G
ũT · ∇G · ∇GT · ũ (31)

N = −γd · ũT · ∇2G · ũ
Expanding the term L we get:

L =
γd
2kG

(
g2
i ‖∇ḡi‖2 + 2G∇gi · ∇ḡi + ḡ2

i ‖∇gi‖2
)

and denote La = γd
2kG (2G∇gi∇ḡi). Expanding the term M we get:

M =
(
1− 1

k

)
γd
G
·
(
g2
i (ũ · ∇ḡi)

2 + ḡ2
i (ũ · ∇gi)

2
)
+

+2
γd
G

G (ũ · ∇gi) · (∇ḡi · ũ)− 2
1
k

γd
G

G (ũ · ∇gi) · (∇ḡi · ũ)

and denote Ma = 2γdG G (ũ · ∇gi) · (∇ḡi · ũ) and Mb = −2 1
k
γd
G G (ũ · ∇gi) ·

(∇ḡi · ũ). Let M1 = ũ · ∇gi. Expanding M1 we get:

M1 = ‖∇bi‖+ λd2
i ∇̂bi ·

(
b̃
1/h
i ∇bi − bi∇b̃

1/h
i

)
For term: ∇̂bi ·

(
b̃
1/h
i ∇bi − bi∇b̃

1/h
i

)
we have:

∇̂bi ·
(
b̃
1/h
i ∇bi − bi∇b̃

1/h
i

)
≥ b̃

1/h
i ‖∇bi‖ − bi

∥∥∥∇b̃
1/h
i

∥∥∥
and since ‖∇bi‖ = 2

√
bi +

∑
{l,j}∈Ri

(rl + rj)
2 we have:

∇̂bi ·
(
b̃
1/h
i ∇bi − bi∇b̃

1/h
i

)
≥

b̃
1/h
i

(
2
√ ∑
{l,j}∈Ri

(rl + rj)
2 − ε

∥∥∥∥∇b̃
1/h
i

b̃
1/h
i

∥∥∥∥
)

but after some manipulation we have that
∥∥∥∥∇b̃

1/h
i

b̃
1/h
i

∥∥∥∥ < 1
h·ε

∑
µ∈RC

i

∥∥∇bµ
∥∥ so

∇̂bi ·
(
b̃
1/h
i ∇bi − bi∇b̃

1/h
i

)
>

b̃
1/h
i

(
2
√ ∑
{l,j}∈Ri

(rl + rj)
2 − 1

h

∑
µ∈RC

i

∥∥∇bµ
∥∥)
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For this to be positive, it must be:

h >
1
2
·
max

( ∑
µ∈RC

i

∥∥∇bµ
∥∥)

√ ∑
{l,j}∈Ri

(rl + rj)
2
= h1 (32)

So choosing h according to (32) we have that: M1 = ∇̂bi · ∇gi ≥ ‖∇bi‖ and
of course:

‖∇gi‖ ≥ ∇̂bi · ∇gi ≥ ‖∇bi‖ (33)

Examining the term:

La +Mb =
= γd

k (∇gi∇ḡi − 2 (ũ · ∇gi) · (∇ḡi · ũ))

but after manipulation

∇gi∇ḡi − 2 (ũ · ∇gi) · (∇ḡi · ũ) ≥
−‖∇ḡi‖ ‖(2 (ũ · ∇gi) · ũ−∇gi)‖

noticing that ‖(2 (ũ · ∇gi) · ũ−∇gi)‖ = ‖∇gi‖, we get

∇gi∇ḡi − 2 (ũ · ∇gi) · (∇ḡi · ũ) ≥ −‖∇ḡi‖ ‖∇gi‖

Hence
La +Mb ≥ −

γd
k
‖∇ḡi‖ ‖∇gi‖

Hence examining the term L+Mb we have:

L+Mb ≥
γd
2kG

(gi ‖∇ḡi‖ − ḡi ‖∇gi‖)2 ≥ 0

which is non-negative and can be neglected.
For the term N : Expanding the ũT · ∇2G · ũ part we get:

ũT · ∇2G · ũ =
ũT ·

(
gi∇2ḡi + ḡi∇2gi

)
· ũ+ 2

(
ũT · ∇ḡi

)
·
(
ũT · ∇gi

)
Notice that the second term is canceled with Ma. Using equation (33), we can
write (since k > 1):

G2

γk−1
d

ũT
(
∇2ϕ̂

)
(q) ũ ≥

γd
gi

((
1− 1

k

)
ḡi ‖∇bi‖2 − g2

i ũ
T∇2ḡiũ− giḡiũT∇2giũ

)
We will now proceed by examining the term: ũT ·∇2gi · ũ. After expanding

it, we get:
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ũT · ∇2gi · ũ = ci · ũT · ∇2bi · ũ− · · ·

−si · ũT · ∇bi ·
(
∇bi +∇b̃

1/h
i

)T
· ũ+ bi · ũT ·Ai · ũ

where si = 2λ

bi+b̃
1/h
i

2 . After manipulation of the term ũT · ∇bi ·
(
∇bi +∇b̃

1/h
i

)T
·

ũ we get:

ũT · ∇bi ·
(
∇bi +∇b̃

1/h
i

)T
· ũ ≥ ‖∇bi‖2 − ‖∇bi‖ ·

∥∥∥∇b̃
1/h
i

∥∥∥
Examining the term:

‖∇bi‖ −
∥∥∥∇b̃

1/h
i

∥∥∥ =
2
√

bi +
∑

{l,j}∈Ri

(rl + rj)
2 − b̃

1/h
i

h·ε
∑

µ∈RC
i

‖∇bµ‖ (34)

Requiring (34) to be positive, we need:

h ≥
max

{
1, b̃i

}
·max

{ ∑
µ∈RC

i

‖∇bµ‖
}

2 · ε ·min
{√ ∑

{l,j}∈Ri

(rl + rj)
2

} = h2 (ε)

Hence the term si · ũT · ∇bi ·
(
∇bi +∇b̃

1/h
i

)T
· ũ > 0 and can be neglected.

From the expansion of the term bi · ũT · Ai · ũ let us consider the following
term:

∇̂bi
T
fifiT ∇̂bi =

(
‖∇bi‖+ ∇̂bi · ∇b̃

1/h
i

)2

< 4 ‖∇bi‖2

because of (34). For
(
bi + b̃

1/h
i

)3

, with ε < 1 we have:

(
bi + b̃

1/h
i

)3

> b̃
3/h
i > ε3nR/h

where nR +1 is the number of relations in the level with maximum relations.
With

h > 3nR = h3

we have: (
bi + b̃

1/h
i

)3

> ε

Hence:
ũT ·Ai · ũ <

8λ
ε
‖∇bi‖2 −

si
2
ũT∇2biũ−

si
2
ũT∇2b̃

1/h
i ũ

and
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ũT · ∇2gi · ũ < ci · ũT · ∇2bi · ũ+ · · ·
+8λ ‖∇bi‖2 − bi

si
2 ũ

T∇2biũ− bi
si
2 ũ

T∇2b̃
1/h
i ũ

Hence

G2

γk−1
d

ũT
(
∇2ϕ̂

)
(q) ũ ≥

γd
gi

((
1− 1

k

)
ḡi ‖∇bi‖2 − g2

i ũ
T∇2ḡiũ− · · ·

−giḡi
(
ci · ũT · ∇2bi · ũ+ · · ·

+8λ ‖∇bi‖2 − bi
si
2 ũ

T∇2biũ− bi
si
2 ũ

T∇2b̃
1/h
i ũ

))
From the term ũT ·∇2bi · ũ, following a similar analysis with the one used

in the proof of Proposition 5 (see [18]), we get:

2 < ũT∇2biũ < 2 +
(m− 2)

(
m2 − 1

)
2m

· rmax

rmin

Hence:

G2

γk−1
d

ũT
(
∇2ϕ̂

)
(q) ũ ≥

≥ γd
gi

((
1− 1

k

)
ḡi ‖∇bi‖2 − g2

i ũ
T∇2ḡiũ−

−giḡi
(
ci

(
2 +

(m−2)(m2−1)
2m · rmax

rmin

)
+ 8λ ‖∇bi‖2 − · · ·

−bi si2 ũT∇2b̃
1/h
i ũ

))
For ci with h > 3nR, we have:

ci = 1 +
λ

bi + b̃
1/h
i

≤ 1 +
λ

b̃
1/h
i

< 1 +
λ

εnR/h
≤ 1 +

λ

ε1/3

Hence after a term rearrangement we get:

G2

γk−1
d

ũT
(
∇2ϕ̂

)
(q) ũ ≥ (35)

γd
gi

(
ḡi

3∑
j=1

(
1
6

(
1− 1

k

)
‖∇bi‖2 − ε ·Kj

)
+ · · ·

+
(

1
2

(
1− 1

k

)
‖∇bi‖2 − ε2ũT∇2ḡiũ

))
where

K1 =
1 + λ

ε
1
3

(
2 +

(m− 2)
(
m2 − 1

)
2m

· rmax

rmin

)
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K2 = 8λ ‖∇bi‖2

K3 = λε
1
3

∣∣∣ũT∇2b̃
1/h
i ũ

∣∣∣
Assuming that k > 2, and noting that min

(
‖∇bi‖2

)
= 4

∑
{l,j}∈Ri

(rl + rj)
2,

then for both the right hand side terms of ineq. (35) to be positive, the suffi-
cient conditions are:

ε <

 2
∑

{l,j}∈Ri

(rl + rj)
2

3 (1 + λ)
(
2 + (m−2)(m2−1)

2m · rmax
rmin

)


3
2

= ε2

ε <
1
48λ

= ε3

ε <

 2
∑

{l,j}∈Ri

(rl + rj)
2

3λ ·max
(∣∣∣ũT∇2b̃1/hũ

∣∣∣)


3
2

= ε4

So to render (35) positive it is sufficient to choose an ε < ε1 = min {1, ε2, ε3, ε4}
and an h > h0 = max {h1, h2 (ε) , h3}. �

B.6 Proof of Proposition 7

Using ϕ as a Lyapunov function candidate, since ϕ (qd) = 0 and ϕ(q) >
0, ∀q ∈ F\ {qd} by definition, and taking the time derivative of ϕ, we get:

ϕ̇ = q̇ · ∇ϕ (q) = −K · ∇ϕ (q) · ∇ϕ (q) = −K · ‖∇ϕ (q)‖2 ≤ 0

where the equality holds at the set of critical points C = {q : ∇ϕ (q) = 0}.
By the definition of ϕ the set of critical points contains only one minimum,
which is the target configuration qd. The rest of critical points can be either
maxima or saddles of ϕ. Obviously, a maximum point is the positive limit set
of no initial condition other than itself. The 3rd property indicates that ϕ is
a Morse function, hence its critical points are isolated [25]. Thus the set of
initial conditions that lead to saddle points are sets of measure zero [11]. �

B.7 Proof of Proposition 8

Since the control scheme we are considering is discontinuous, the right hand
side of (3) is discontinuous hence we need to consider the Filippov sets created
over the switching regions. To this extend we will need the following results
from non-smooth analysis:
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Definition 3. ([8]) A vector function x is called a solution of ẋ = f (x) if x is

absolutely continuous and ẋ ∈ K [f ] (x) where K [f ] (x)
�
= co {lim f (xi) |xi → x, xi /∈ N},

where N is a set of measure zero.

Theorem 3. [33] Let x (·) be a Filippov solution to ẋ = f (x) and V : Rm →
R be a Lipschitz and regular function. Then V (x) is absolutely continuous,
d
dtV (x) exists almost everywhere and

d

dt
V (x) ∈a.e. ˙̃V

where ˙̃V
�
=
⋂

ξ∈∂V (x) ξ
T ·K [f ] (x) and ∂V is the Clarke’s generalized gradient

[4].

The following theorem is an extension to LaSalle’s invariance principle for
non-smooth systems:

Theorem 4. [33] Let Ω be a compact set such that every Filippov solution to
the autonomous system ẋ = f (x) , x (0) = x (t0) starting in Ω is unique and
remains in in Ω for all t > t0. Let V : Ω → R be a time independent regular
function such that v ≤ 0 for all v ∈ ˙̃V . (If ˙̃V is the empty set then this is
trivially satisfied). Define S =

{
x ∈ Ω|0 ∈ ˙̃V

}
. Then every trajectory in Ω

converges to the largest invariant set, M in the closure of S.

Function V is a regular function, since it’s smooth. To reason about its
time derivative, from Theorem 3, we need to examine:

˙̃V =
⋂

ξ∈∂V (x)

ξT ·
[

M O
O C

]
·K

[
uh

unh

]

and since V is smooth,

˙̃V = ∇V T ·
[

M O
O C

]
·K

[
uh

unh

]
Substituting the control law from Proposition 8 we get:

˙̃V ⊂ −vh − vnhu + vnhw (36)

where vh = δh, vnhu =
m∑

i=n+1

[
K [sgn (∇xi,yiV · ηi)] · (∇xi,yiV · ηi) ·

vmax
i ·Zi

a2+Zi

]
=

m∑
i=n+1

[
|∇xi,yiV · ηi| ·

vmax
i ·Zi

a2+Zi

]
= δVq , where ∇xi,yiV = [Vxi , Vyi ]

T and ηi =

[cos (θi) , sin (θi)]
T . For vnhw we have vnhw = K

[ ∑
i∈M

[wi · Vθi · wmax
i ]

]
. Then
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(36) becomes: ˙̃V ⊂ −vh−vnhu−vnhw = −δh−δVq+K

[ ∑
i∈M

[wi · Vθi · wmax
i ]

]
=

−δh− δVq +K [δθnh (ρ)] ⊆ [∆ρ, 0] since the switchings occur between negative
values of ∆ (·) away of the target, while at the target ρ = 2z and ∆ρ = 0. The
eventual set is closed due to the closure of operator K [·].

Now let E = {x : V̇ (x) = 0} and
E ⊃ S = {p : uxt = uyt = ωt = ωi = ui = 0,∀t ∈ {1 . . . n} ,∀i ∈M} is an in-
variant set. From the proposed control law, it can be seen that ui = 0,∀i ∈M
only at the destination, and for all other configurations the controller provides
a direction of movement and

∥∥u2
xt + u2

yt

∥∥ > 0 a.e. and vanishes at the ori-
gin. The set of initial conditions that lead the holonomic subsystem to saddle
points is guaranteed to be of measure zero due to the Morse property (Proposi-
tion 6) of MRNFs. According to LaSalle’s invariance principle for non-smooth
systems (Theorem 4), the trajectories of the system converge asymptotically
to the largest invariant set, which is the destination configuration �
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Summary. This is the second part of a two part paper regarding Multirobot Nav-
igation Functions. In this part, we discuss extensions of the centralized scheme pre-
sented in the first part, towards decentralization concepts. Both holonomic and
nonholonomic kinematic models are considered and the limited sensing capabilities
of each agent are taken into account. An extension to dynamic models of the agents’
motion is also included. The conflict resolution as well as destination convergence
properties are verified in each case through nontrivial computer simulations.

1 Introduction

This is the second part of a two part paper regarding Multirobot Naviga-
tion Functions. In this part, we discuss extensions of the centralized scheme
presented in the first part, towards decentralization concepts.

Multi-agent Navigation is a field that has recently gained increasing at-
tention both in the robotics and the control communities, due to the need
for autonomous control of more than one mobile agents (vehicles/robots) in
the same workspace. While most efforts in the past had focused on centralized
planning, specific real-world applications have lead researchers throughout the
globe to turn their attention to decentralized concepts. The basic motivation
for this work comes from two application domains: (i) decentralized conflict
resolution in air traffic management and (ii) the field of micro robotics, where
a team of autonomous micro robots must cooperate to achieve manipulation
precision in the sub micron level.

Decentralized navigation approaches are more appealing to centralized
ones, due to their reduced computational complexity and increased robust-
ness with respect to agent failures. The main focus of work in this domain
has been cooperative and formation control of multiple agents, where so much
effort has been devoted to the design of systems with variable degree of auton-
omy ([12],[14], [17], [41], [43]). There have been many different approaches to
the decentralized motion planning problem. Open loop approaches use game
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theoretic and optimal control theory to solve the problem taking the con-
straints of vehicle motion into account; see for example [2],[20],[35], [42] . On
the other hand, closed loop approaches use tools from classical Lyapunov the-
ory and graph theory to design control laws and achieve the convergence of
the distributed system to a desired configuration both in the concept of coop-
erative ([13], [22],[23],[30]), and formation control ([1],[16],[24],[32] [33],[40]).
A few approaches use computer science based tools to treat the problem;see
for example [19],[28],[29]. However, the latter fail to guarantee convergence of
the multi-agent system.

Closed loop strategies are apparently preferable to open loop ones, mainly
because they provide robustness with respect to modelling uncertainties and
agent failures and guaranteed convergence to the desired configurations. How-
ever, a common point of most work in this area is devoted to the case of point
agents. Although this allows for variable degree of decentralization, it is far
from realistic in real world applications. For example, in conflict resolution
in Air Traffic Management, two aircraft are not allowed to approach each
other closer than a specific “alert” distance. The construction of closed loop
methods for distributed non-point multi-agent systems is both evident and
appealing.

This chapter presents the first to the authors knowledge’ extension of
centralized multi-agent control using navigation functions, to a decentralized
scheme. The level of decentralization depends on the knowledge each agent
has for the state, objectives and actions of the rest of the team. A first step
towards decentralization is discussed both for holonomic and for nonholonomic
kinematics and allows each agent to ignore the desired destination of the
others. In the process, we show how this scheme can be redefined in order to
cope with the limited sensing capabilities of each agent, namely with the case
when each agent has only partial knowledge of the state space.

The great advantages of the proposed scheme are (i) its relatively low
complexity with respect to the number of agents, compared to centralized
approaches to the problem and (ii) its application to non-point agents. The
effectiveness of the methodology is verified through non-trivial computer sim-
ulations.

The rest of this chapter is organized as follows: section 2 refers to the case
of decentralized conflict resolution for multiple holonomic kinematic agents
with global sensing capabilities. The extension of the centralized approach to
the decentralized case and the concept of decentralized navigation functions
is encountered in section 3. Section 4 deals with the case of limited sensing
capabilities for each agent. The nonholonomic counterparts of the previous
sections are considered in section 5 while dynamic models of the agents’ mo-
tion are taken into account in section 6. Section 7 includes some non-trivial
computer simulations of the adopted theory and section 8 summarizes the
results of this chapter and indicates current research. Sketches of the proofs
of the propositions in section 3 are included in the Appendix.
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2 Global Decentralized Conflict Resolution and
Holonomic Kinematics

In this section, we present a decentralized conflict resolution algorithm for the
case when the kinematics of each aircraft are considered purely holonomic.
We first present the fundamental approach using Decentralized Navigation
Functions (DNF’s) for agents with global sensing capabilities.

For the case where of global sensing capabilities, the decentralization factor
lies in the assumption that each agent does not need to know the desired
destinations of the others in order to navigate to its goal configuration. A
provable way to extend this method to the case of limited sensing capabilities
is presented in the sequel.

Consider a system of N agents operating in the same workspace W ⊂ R2.
Each agent i occupies a disc: R = {q ∈ R2 :‖ q − qi ‖≤ ri} in the workspace
where qi ∈ R2 is the center of the disc and ri is the radius of the agent. The
configuration space is spanned by q = [q1, . . . , qN ]T . The motion of each agent
is described by the single integrator:

q̇i = ui, i ∈ N = [1, . . . , N ] (1)

The desired destinations of the agents are denoted by the index d: qd =
[qd1, . . . , qdN ]

T . The following figure shows a three-agent conflict situation:

1q 1r

1u

2q
2r

2u

3q
3r3u

1dq

2dq

3dq

Fig. 1. A conflict scenario with three agents.

The multi agent navigation problem can be stated as follows: “Derive a
set of control laws (one for each agent) that drives the team of agents from
any initial configuration to a desired goal configuration avoiding, at the same
time, collisions.”

We make the following assumptions:

• Each agent has global knowledge of the position of the others at each time
instant.
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• Each agent has knowledge only of its own desired destination but not of
the others.

• We consider spherical agents.
• The workspace is bounded and spherical.

Our assumption regarding the spherical shape of the agents does not con-
strain the generality of this work since it has been proven that navigation prop-
erties are invariant under diffeomorphisms ([21]). Arbitrarily shaped agents
diffeomorphic to spheres can be taken into account. Methods for constructing
analytic diffeomorphisms are discussed in [39] for point agents and in [36] for
rigid body agents.

The second assumption makes the problem decentralized. Clearly, in the
centralized case a central authority has knowledge of everyones goals and po-
sitions at each time instant and it coordinates the whole team so that the
desired specifications (destination convergence and collision avoidance) are
fulfilled. In the current situation no such authority exists and we have to
deal with the limited knowledge of each agent. This is of course the first step
towards a variable degree of decentralization. The first assumption, regard-
ing the global knowledge each agent has about the state space, is overcome
in section 4, where we discuss how the methodology presented in the next
subsections, can be extended to the case of limited sensing capabilities.

3 Decentralized Navigation Functions(DNF’s)

3.1 DNF’s vs MRNF’s

In the first part of this book chapter, it was shown how the Navigation Func-
tions’ method of [21] has been extended to the case of centralized control
of multiple mobile agents with the use of Multi-Robot navigation functions
(MRNF’s).

In the form of a centralized setup [25], where a central authority has knowl-
edge of the current positions and desired destinations of all agents, the sought
control law is of the form: u = −K∇ϕ(q) where K is a gain. In the decen-
tralized case addressed in this chapter, each agent has knowledge of only the
current positions of the others, and not of their desired destinations. Hence
each agent has a different navigation law.

Following the procedure of [21],[25], we consider the following class of
decentralized navigation functions(DNF’s):

ϕi
∆= σd ◦ σ ◦ ϕ̂i =

(
γi

γi +Gi

)1/k

(2)

which is a composition of σd
∆= x1/k, σ

∆= x
1+x and the cost function

ϕ̂i
∆= γi

Gi
,where γ−1

i (0) denotes the desirable set(i.e. the goal configuration)
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and G−1
i (0) the set that we want to avoid(i.e. collisions with other agents).A

suitable choice is:
γi = (γdi + fi)k (3)

where γdi =‖ qi − qdi ‖2, is the squared metric of the current agent’s con-
figuration qi from its destination qdi. The definition of the function fi will
be given later. Function Gi has as arguments the coordinates of all agents,
i.e. Gi = Gi(q), in order to express all possible collisions of agent i with the
others. The proposed navigation function for agent i is

ϕi(q) =
γdi + fi(

(γdi + fi)
k +Gi

)1/k
(4)

By using the notation q̃i
∆= [q1, . . . , qi−1, qi+1, . . . , qN ]

T , the decentralized NF
can be rewritten as

ϕi = ϕi(qi, q̃i) = ϕi(qi, t)

that is, the potential function in hand contains a time-varying element which
corresponds to the movement in time of all the other agents apart from i. This
element is neglected in the case of a single agent moving in an environment
of static obstacles ([21]), but in this case the term ∂ϕi

∂t is nonzero.

3.2 Construction of the G function

In the proposed decentralized control law, each agent has a different Gi which
represents its relative position with all the other agents. In contrast to the
centralized case, in which a central authority has global knowledge of the
positions and desired destinations of the whole team and plans a global G
function accordingly, in the decentralized case, each member i of the team
has its own Gi function, which encodes the different proximity relations with
the rest. The main difference of the DNF’s and the MRNF’s in [25] from the
NF’s introduced in [21] lies in the structure of the functionG. While there were
attempts to prove convergence and collision avoidance to the straightforward
extension of [21] to the multiple moving agents case, only collision avoidance
properties were established. Furthermore simulation results motivated us to
consider a different approach to [25] for the decentralized setup. The basic
difference with respect to the centralized case is that each Gi is constructed
with respect to the specific agent i and not in a centralized fashion. Hence
each Gi takes into account only the collision schemes in which i is involved.

We review now the construction of the “collision” function Gi for each
agent i. The “Proximity Function” between agents i and j is given by

βij = ‖qi − qj‖2 − (ri + rj)2 (5)

Consider now the situation in figure 2. There are 5 agents and we proceed
to define the function GR for agent R.
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Definition 1. A relation with respect to agent R is every possible collision
scheme that can occur in a multiple agents scene with respect R.

Definition 2. A binary relation with respect to agent R is a relation between
agent R and another.

Definition 3. The relation level in the number of binary relations in a rela-
tion.

We denote by (Rj)l the jth relation of level-l with respect to agent R.
With this terminology in hand, the collision scheme of figure (2a) is a level-
1 relation (one binary relation) and that of figure (2b) is a level-3 relation
(three binary relations), always with respect to the specific agent R. We use
the notation

(Rj)l = {{R,A} , {R,B} , {R,C} , . . .}
to denote the set of binary relations in a relation with respect to agent R,
where {A,B,C, ...} the set of agents that participate in the specific relation.
For example, in figure (2b):

(R1)3 = {{R,O1} , {R,O2} , {R,O3}}

where we have set arbitrarily j = 1.

 

R
R
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  a   b

Fig. 2. Part a represents a level-1 relation and part b a level-3 relation wrt agent
R.

The complementary set (RC
j )l of relation j is the set that contains all the

relations of the same level apart from the specific relation j. For example in
figure (2b): (

RC
1

)
3
= {(R2)3 , (R3)3 , (R4)3}

where
(R2)3 = {{R,O1} , {R,O2} , {R,O4}}
(R3)3 = {{R,O1} , {R,O3} , {R,O4}}
(R4)3 = {{R,O2} , {R,O3} , {R,O4}}
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A “Relation Proximity Function” (RPF) provides a measure of the distance
between agent i and the other agents involved in the relation. Each relation
has its own RPF. Let Rk denote the kth relation of level l. The RPF of this
relation is given by:

(bRk
)l =

∑
j∈(Rk)l

β{R,j} (6)

where the notation j ∈ (Rk)l is used to denote the agents that participate
in the specific relation of agent R. In the proofs, we also use the simplified
notation br =

∑
j∈Pr βij for simplicity, where r denotes a relation and Pr

denotes the set of agents participating in the specific relation wrt agent i.
For example, in the relation of figure (2b) we have

(bR1)3 =
∑

m∈(R1)3

β{R,m} = β{R,O1} + β{R,O2} + β{R,O3}

A “Relation Verification Function” (RVF) is defined by:

(gRk
)l = (bRk

)l +
λ(bRk

)l
(bRk

)l + (BRC
k
)1/hl

(7)

where λ, h are positive scalars and

(BRC
k
)l =

∏
m∈(RC

k )l

(bm)l

where as previously defined, (RC
k )l is the complementary set of relations of

level-l, i.e. all the other relations with respect to agent i that have the same
number of binary relations with the relation Rk. Continuing with the previous
example we could compute, for instance,(

BRC
1

)
3
= (bR2)3 · (bR3)3 · (bR4)3

which refers to level-3 relations of agent R.
For simplicity we also use the notation (BRC

k
)l ≡ b̃i =

∏
m∈(RC

k )l
bm. The

RVF can be written as gi = bi+ λbi
bi+b̃

1/h
i

It is obvious that for the highest level

l = n−1 only one relation is possible so that (RC
k )n−1 = ∅ and (gRk

)l = (bRk
)l

for l = n − 1. The basic property that we demand from RVF is that it as-
sumes the value of zero if a relation holds, while no other relations of the
same or other levels hold. In other words it should indicate which of all possi-
ble relations holds. We have he following limits of RVF (using the simplified
notation): (a) lim

bi→0
lim
b̃i→0

gi

(
bi, b̃i

)
= λ (b) lim

bi→0
b̃i �=0

gi

(
bi, b̃i

)
= 0. These limits

guarantee that RVF will behave in the way we want it to, as an indicator of
a specific collision.
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The function Gi is now defined as

Gi =
niL∏
l=1

niRl∏
j=1

(gRj
)l (8)

where niL the number of levels and niRl
the number of relations in level-l with

respect to agent i.
The definition of the G function in the multiple moving agents situation is

slightly different than the one introduced by the authors in [21]. The collision
scheme in that approach involved a single moving point agent in an envi-
ronment with static obstacles. A collision with more than one obstacle was
therefore impossible and the obstacle function was simply the product of the
distances of the agent from each obstacle. In our case however, this is inap-
propriate, as can be seen in the next figure. The control law of agent A should

AA A

B

B

B

C C C

I II III

Fig. 3. I,II are level-1 relations with respect to A, while III is level-2. The RVFs of
the level-1 relations are nonzero in situation III.

distinguish when agent A is in conflict with B, C, or B and C simultaneously.
Mathematically, the first two situations are level-1 relations and the third a
level-2 relation with respect to A. Whenever the latter occurs, the RVF of
the level-2 relation tends to zero while the RVFs of the two separate level-1
relations (A,B and A,C) are nonzero. The key property of an RVF is that it
tends to zero only when the corresponding relation holds. Hence it serves as
an analytic switch that is activated (tends to zero) only when the relation it
represents is realized.

3.3 An example

As an example, we will present steps to construct the function G with respect
to a specific agent in a team of 4 agents indexed 1 through 4. We construct
the function G1 wrt agent 1. We begin by defining the Relation Proximity
Functions in every level (Table 1):
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Table 1.

Relation Level 1 Level 2 Level 3

1 (b1)1 = β12 (b1)2 = β12 + β13
(b1)3 = β12+
+β13 + β14

2 (b2)1 = β13 (b2)2 = β12 + β14 -
3 (b3)1 = β14 (b3)2 = β13 + β14 -

It is now easy to calculate the Relation Verification Functions for each
relation based on equation (7). For example, for the second relation of level
2, the complement (term (BRC

k
)l in eq.(7)) is given by (B2C )2 = (b1)2 · (b3)2

and substituting in (7), we have

(g2)2 = (b2)2 +
λ (b2)2

(b2)2 + ((b1)2 · (b3)2)
1/h

The function G1 is then calculated as the product of the Relation Verification
Functions of all relations.

3.4 The f function

The key difference of the decentralized method with respect to the central-
ized case is that the control law of each agent ignores the destinations of
the others. By using ϕi = γdi

((γdi)k+Gi)1/k
as a navigation function for agent

i, there is no potential for i to cooperate in a possible collision scheme when
its initial condition coincides with its final destination. In order to overcome
this limitation,we add a function fi to γi so that the cost function ϕi at-
tains positive values in proximity situations even when i has already reached
its destination. A preliminary definition for this function was given in [11],
[44]. Here, we modify the previous definitions to ensure that the destination
point is a non-degenerate local minimum of ϕi with minimum requirements
on assumptions. We define the function fi by:

fi(Gi) =

 a0 +
3∑

j=1

ajG
j
i , Gi ≤ X

0, Gi > X

(9)

where X,Y = fi(0) > 0 are positive parameters the role of which will be
made clear in the following. The parameters aj are evaluated so that fi is
maximized when Gi → 0 and minimized when Gi = X. We also require that
fi is continuously differentiable at X. Therefore we have:

a0 = Y, a1 = 0, a2 =
−3Y
X2

, a3 =
2Y
X3

The parameter X serves as a sensing parameter that activates the fi func-
tion whenever possible collisions are bound to occur. The only requirement we
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have for X is that it must be small enough to guarantee that fi vanishes when-
ever the system has reached its equilibrium, i.e. when everyone has reached
its destination. In mathematical terms:

X < Gi (qd1, . . . , qdN ) ∀i (10)

That’s the minimum requirement we have regarding knowledge of the desti-
nations of the team.

The resulting navigation function is no longer analytic but merely C1 at
Gi = X. However, by choosing X large enough, the resulting function is
analytic in a neighborhood of the boundary of the free space so that the char-
acterization of its critical points can be made by the evaluation of its Hessian.
Hence, the parameter X must be chosen small enough in order to satisfy
(10) but large enough to include the region described above. Clearly, this is
a tradeoff the control design has to pay in order to achieve decentralization.
Intuitively, the destinations should be far enough from one another.

3.5 Control Strategy

The proposed feedback control strategy for agent i is defined as

ui = −Ki
∂ϕi

∂qi
(11)

where Ki > 0 a positive gain.

3.6 Proof of Correctness

Let ε > 0 . Define Bi
j,l(ε) ≡ {q : 0 < (giRj

)l < ε}. Following [21],[25] we
discriminate the following topologies for the function ϕi:

1. The destination point: qdi
2. The free space boundary: ∂F (q) = G−1

i (δ), δ → 0

3. The set near collisions: F0(ε) =
⋃niL

l=1

⋃niR,l
j=1 Bi

j,l(ε)− {qdi}
4. The set away from collisions: F1(ε) = F − ({qdi} ∪ ∂F ∪ F0(ε))

The following theorem allows us to derive results for the function ϕi by ex-
amining the simpler function ϕ̂i(q) = γi

Gi
:

Theorem 1. [21] Let I1, I2 be intervals, ϕ̂ : F → I1 and σ : I1 → I2 be ana-
lytic. Define the composition ϕ : F → I2 to be ϕ = σ ◦ ϕ̂. If σ is monotonically
increasing on I1, then the set of critical points of ϕ and ϕ̂ coincide and the
(Morse) index of each critical point is identical.

A key point in the discrimination between centralized and decentralized navi-
gation functions is that the latter contain a time-varying part which depends
on the movement of the other agents. Using the same procedure as in [21],[25]
we first prove that the construction of each ϕi guarantees collision avoidance:
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Proposition 1. For each fixed t, the function ϕi(qi, ·) is a navigation function
if the parameters h, k assume values bigger than a finite lower bound.

Proof Sketch: For the complete proof see [7]. The set of critical points of
ϕi is defined as Cϕi = {q : ∂ϕi/∂qi = 0} . A critical point is non-degenerate
if ∂2ϕi/∂

2qi has full rank at that point.The statement of the proposition is
guaranteed by the following Lemmas:

Lemma 1. If the workspace is valid, the destination point qdi is a non-
degenerate local minimum of ϕi.

Lemma 2. All critical points of ϕi are in the interior of the free space.

Lemma 3. For every ε > 0, there exists a positive integer N(ε) such that if
k > N(ε) then there are no critical points of ϕ̂i in F1(ε).

Lemma 4. There exists an ε0 > 0 such that ϕ̂i has no local minimum in
F0(ε), as long as ε < ε0.

Lemma 5. There exist ε1 > 0 and h1 > 0, such that the critical points of ϕ̂i

are non-degenerate as long as ε < ε1 and h > h1.

The complete proofs of the Lemmas can be found in [7]. Sketches of the proofs
are found in the Appendix. Lemmas 1-4 guarantee the polarity of the proposed
DNF, whilst Lemma 5 guarantees the non-degeneracy of the critical points.
By choosing k, h that satisfy the above Lemmas, the statement of Proposition
1 is proved.

This however does not guarantee global convergence of the system state to
the destination configuration. This is achieved by using a Lyapunov function
for the whole system which is time invariant that is a function that depends
on the positions of all the agents. The candidate Lyapunov function that we
use in this paper is simply the sum of the DNF’s of all agents. Specifically we
prove the following:

Proposition 2. The time-derivative of ϕ =
∑N

i=1 ϕi is negative definite
across the trajectories of the system up to a set of initial conditions of measure
zero if the parameters h, k assume values bigger than a finite lower bound.

A detailed proof based on matrix calculus be found in [7] while a proof sketch
in the Appendix.

4 The Case of Limited Sensing Capabilities

In the previous section, it was shown how with a suitable choice of the para-
meters h, k the proposed control law can satisfy the collision avoidance and
destination convergence properties in a bounded workspace. The decentraliza-
tion feature of the whole scheme lied in the fact that each agent didn’t have
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knowledge of the desired destinations of the rest of the team. On the other
hand, each one had global knowledge of the positions of the others at each
time instant. This is far from realistic in real world applications.

In this section we provide the necessary machinery to take the limited
sensing capabilities of each agent into account. Specifically, we alter the de-
finition of inter-agent proximity functions in order to cope with the limited
sensing range of each agent.

We consider a bounded workspace with n agents. Each agent has only local
knowledge of the positions of the others at each time instant. Specifically, it
only knows the position of agents which are in a cyclic neighborhood of specific
radius dC around its center. Therefore the Proximity Function between two
agents has to be redefined in this case. We propose the following nonsmooth
function:

βij =
{
‖qi − qj‖2 − (ri + rj)2, for ‖qi − qj‖ ≤ dC
d2
C − (ri + rj)2, for ‖qi − qj‖ > dC

(12)

The whole scheme is now modelled as a (deterministic) switched system in

C d 

Distance of Agents    i,j 

P 
r o

 x 
i m

 i t
 y 

  F
 u 

n c
 t i

 o
 n 

  o
 f  

 A
 g

 e n
 t s

   i
 , j

 

Fig. 4. The function βij for ri + rj = 1, dC = 4.

which switches occur whenever a agent enters or leaves the neighborhood of
another. In the previous section, we have ϕ =

∑n
i=1 ϕi as a Lyapunov function

for the whole system. In this case this function is continuous everywhere, but
nonsmooth whenever a switching occurs, i.e. whenever ‖qi−qj‖ = dc for some
i, j. We define the switching surface as:

S = {q : ∃i, j, i �= j|‖qi − qj‖ = dc} (13)

We have proved that the system converges whenever q /∈ S. On the switching
surface the Lyapunov function is no longer smooth so classic stability theory
for smooth systems is no longer adequate.
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In [6],[10] we prove the validity of Proposition 2 under the nonsmooth mod-
ification of the Proximity Functions. We make use of tools form nonsmooth
stability theory ([5],[37]). It is shown than the nonsmooth alternative of the
navigation function does not affect the stability and convergence properties
of the system.

The prescribed control strategy is another step towards decentralization of
the navigation functions’ methodology. Although each agent must be aware
of the number of agents in the entire workspace, it only has to know the
positions of agents located in its neighborhood. The next step towards global
decentralization is to consider the case where each agent is unaware of the
global number of agents in the workspace, but only knows what is going on
in its neighborhood.

5 Global Decentralized Conflict Resolution and
Nonholonomic Kinematics

In this section, we present the decentralized conflict resolution algorithm for
the case when the dynamics of each aircraft are considered nonholonomic.
We first present the method of Decentralized Dipolar Navigation Functions
(DDNF’s) for agents with global sensing capabilities. We proceed by showing
how this methodology can be extended to take into account the limited sensing
capabilities of each agent.

5.1 Problem Statement

In this section, we consider the case where each agent has global knowledge
of the positions and velocities of the others at each time instant. The de-
centralization factor lies in the assumption that each agent does not need to
know the desired destinations of the others in order to navigate to its goal
configuration. The means to extend this method to the case of limited sensing
capabilities is presented in the sequel.

Consider the following system of N nonholonomic vehicles:

ẋi = ui cos θi
ẏi = ui sin θi
θ̇i = ωi

(14)

with i ∈ {1 . . . N}. (xi, yi, θi) are the position and orientation of each robot,
ui and wi are the translational and rotational velocities respectively.

The problem we treat in this section can be now stated as follows: “Given
the N nonholonomic systems, derive a control law that steers every system
from any feasible initial configuration to its goal configuration avoiding colli-
sions.”

We make the following assumptions:
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• Each agent has global knowledge of the position and velocity of the others
at each time instant.

• Agents have no information about other agents targets.
• Around the target of each agent A there is a region called the agent’s A

safe region
• Agent’s A safe region is only accessible by agent A, while regarded as an

obstacle by other agents.

5.2 Decentralized Dipolar Navigation Functions(DDNF’s)

In this section, we show how the DNF’s of the previous section have been
redefined in [26] in order to provide trajectories suitable for nonholonomic
navigation. This is accomplished by a enhancing a dipolar structure [38] to the
navigation functions. Dipolar potential fields have been proven a very effective
tool for stabilization [39] of nonholonomic systems as well as for centralized
coordination of multiple agents with nonholonomic constraints [27]. The key
advantage of this class of potential fields is that they drive the controlled agent
to its destination with desired orientation.

The navigation function of the previous section is modified in the following
manner in order to be able to produce a dipolar potential field:

ϕi =
γdi

(γkdi +Hnhi ·Gi · bti)1/k
(15)

where bti =
∏

j �=i(‖qi − qdj‖2 − (ε+ ri)2). The term ε > 0 is the radius of the
safe region of its agent. Hnhi has the form of a pseudo-obstacle and is defined
as

Hnhi = εnh + ηnhi

with εnh > 0, ηnhi = ‖(qi−qdi)·ndi‖2 and ndi = [cos(θdi), sin(θdi)]T . Moreover
γdi = ‖qi − qdi‖2, i.e. the heading angle is not incorporated in the distance to
the destination metric. Figure 5 shows a 2D dipolar navigation function.

An important feature that should be noticed is the fact that this navigation
function does not have to include the fi function as each agent treats the other
agents’ targets as static obstacles.

5.3 Nonholonomic Control

We consider convergence of the multi-agent system as a two-stage process:
In the first stage agents converge to a ball of radius ε called safe region,
containing the desired destination of each agent. Each agent can get in its
own safe region but not in others. The safe region of one agent is regarded as
an obstacle from the other agents. Once an agent gets in its own safe region,
it remains in the set and asymptotically converges to the origin.

Before defining the control we need some preliminary definitions: We de-
fine by ∂2

∂q2i
ϕi(qi, t) = i∇2ϕi(qi, t) the Hessian of ϕi. Let λmin, λmax be the
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Fig. 5. A dipolar potential field

minimum and maximum eigenvalues of the Hessian and υ̂λmin , υ̂λmax the unit
eigenvectors corresponding to the minimum and maximum eigenvalues of the
Hessian. Since navigation functions are Morse functions [31], their Hessian at
critical points is never degenerate, i.e. their eigenvalues have always nonzero
values.

As discussed before,ϕi is a dipolar navigation function. The flows of the
dipolar navigation field provide feasible directions for nonholonomic naviga-
tion. What we need now is to extract this information from the dipolar func-
tion. To this extend we define the “nonholonomic angle”:

θnhi =

{
arg

(
∂ϕi
∂xi

· si + i∂ϕi∂yi
· si

)
, ¬P1

arg
(
di · si(υxλmin

+ iυyλmin

)
, P1

where condition P1 is used to identify sets of points that contain measure zero
sets whose positive limit sets are saddle points:

P1 = (λmin < 0) ∧ (λmax > 0) ∧ (
∣∣υ̂λmin · i∇ϕi

∣∣ < ε1)

where

ε1 < min
C={qi:‖qi−qdi‖=ε}

(∥∥i∇ϕi(C)
∥∥) , si = sgn((qi − qdi) · ηdi)

di = sgn(υλmini
· i∇ϕi), ηdi = [cos(θdi) sin(θdi) ]

T

ηi = [cos(θi) sin(θi) ]
T

Before proceeding we need the following:

Lemma 6. If
∣∣υ̂λmin · i∇ϕi

∣∣ = 0 then P1 consists of the measure zero set of
initial conditions that lead to saddle points.
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For a proof of this lemma the reader is referred to [26].
In view of Lemma 6, ε1 can be chosen to be arbitrarily small so the sets

defined by P1 eventually consist of thin sets containing sets of initial conditions
that lead to saddle points.

The following provides a suitable nonholonomic controller for the first
stage:

Proposition 3. The system under the control law

ui = −sgn
(
∂ϕi
∂xi

cos θi + ∂ϕi
∂yi

sin θi
)
·

·
(
KuiKzi + ci

|∂ϕi/∂t|
∂ϕi
∂xi

cos θi+
∂ϕi
∂yi

sin θi
tanh

(∣∣∣∂ϕi∂xi
cos θi + ∂ϕi

∂yi
sin θi

∣∣∣2))
ωi = θ̇nhi + (θnhi − θi)

(
Kθi + ci

|∂ϕi/∂t|
2(θnhi−θi)

2 tanh
(
|θnhi − θi|3

)) (16)

converges to the set Bi = {pi : ‖qi − qdi‖ ≤ ε− δ, θi ∈ (−π, π]} up to a set of
measure zero of initial conditions where 0 < δ < ε. Here Kzi =

∥∥i∇ϕi

∥∥2 +
‖qi − qdi‖2, Kui ,Kθi are positive constants, ci > ε2+1

ε2
where

ε2 = 2π3ε2
1

(
4ε1 +

√
2π
3/2

)−2

and

∂ϕi

∂t
=
∑
j �=i

{(
∂ϕi

∂xj
cos θj +

∂ϕi

∂yj
sin θj

)
· uj

}
(17)

.

Proof :We form the following Lyapunov function:

Vi = ϕi (xi, yi, t) + (θnhi (xi, yi, t)− θi)
2

and take it’s time derivative:

V̇i = ∂ϕi
∂t + uiηi

i∇ϕi+
+2 (θnhi − θi)

(
−wi +

∂θnhi
∂t + uiηi · i∇θnhi

)
After substituting the control law ui and wi, we get:

V̇i = ∂ϕi
∂t −

∣∣i∇ϕi · ηi
∣∣ (Kzi + ci

|∂ϕi/∂t|
|i∇ϕi·ηi| tanh

(∣∣i∇ϕi · ηi
∣∣2))

−2 (θnhi − θi)
2

(
Kθi + ci

|∂ϕi/∂t|
2(θnhi−θi)

2 tanh
(
|θnhi − θi|3

))
≤

≤ ∂ϕi
∂t − ci

∣∣∣∂ϕi∂t

∣∣∣ (tanh(∣∣i∇ϕi · ηi
∣∣2)+ tanh

(
|θnhi − θi|3

))
Since the set P1 is by construction repulsive for ε1 sufficiently small, we only
need to consider the set ¬P1. Then:

∣∣i∇ϕi · ηi
∣∣2 =

∥∥i∇ϕi

∥∥2 cos2 (θnhi − θi).
Let ∆θ = |θnhi − θi|. After substituting we get:

V̇i ≤
∂ϕi

∂t
− ci

∣∣∣∣∂ϕi

∂t

∣∣∣∣ (tanh(∥∥i∇ϕi

∥∥2
cos2(∆θ)

)
+ tanh

(
∆θ3

))
Before proceeding we need the following:
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Lemma 7. The following inequalities hold:

1. tanh (x) ≥ x
x+1

, x ≥ 0
2. x

x+1 +
y

y+1 ≥
x+y

x+y+1
, x, y ≥ 0

3. cos2 ∆θ ≥ 8
π3

(∣∣∆θ − π
2

∣∣)3 ∆θ ∈
[
0, π2

]
Proof :

1. For x ≥ 0 we have that e2x − 1− 2x ≥ 0. Hence (x+ 1) (ex − e−x) ≥
x (ex + e−x) and we get the result: tanh (x) ≥ x

x+1 . The equality holds at
x = 0.

2. With x, y ≥ 0 we have : x
x+1 + y

y+1 = 2xy+x+y
xy+x+y+1 ≥

xy+x+y
xy+x+y+1 ≥

x+y
x+y+1

and the equality holds at x = y = 0
3. DenoteA (∆θ) = cos2 ∆θ andB (∆θ) = 8

π3

(∣∣∆θ − π
2

∣∣)3. SolvingA (∆θ) =
B (∆θ), for ∆θ ∈

[
0, π2

]
we get ∆θ = 0 for A = B = 1 and ∆θ = π

2 for
A = B = 0. But at ∂A

∆θ |∆θ=0
= 0 > − 6

π = ∂B
∆θ |∆θ=0

and since A and B

have no other intersection for∆θ ∈
[
0, π2

]
it follows that A (∆θ) ≥ B (∆θ),

for ∆θ ∈
[
0, π2

]
.

By use of Lemma 7.1 we get: V̇i ≤ ∂ϕi
∂t −

∣∣∣∂ϕi/∂t
∣∣∣ (ci

‖i∇ϕi‖2
cos2 ∆θ

‖i∇ϕi‖2 cos2 ∆θ+1
+ ci

∆θ3

∆θ3+1

)
.

By use of Lemma 7.2 we get: V̇i ≤ ∂ϕi
∂t −

∣∣∣∂ϕi/∂t
∣∣∣ ci( ‖i∇ϕi‖2

cos2 ∆θ+∆θ3

‖i∇ϕi‖2 cos2 ∆θ+∆θ3+1

)
and from Lemma 7.3 we get: V̇i ≤ ∂ϕi

∂t −
∣∣∣∂ϕi/∂t

∣∣∣ ci ‖i∇ϕi‖2 8
π3 (|∆θ−π

2 |)3+∆θ3

‖i∇ϕi‖2 8
π3 (|∆θ−π

2 |)3+∆θ3+1
.

In view of the fact that the function f(x)
f(x)+1 has the same extremal points with

f (x) ≥ 0 (see [21] for a proof), the minimum of [ ‖
i∇ϕi‖2 8

π3 (|∆θ−π
2 |)3+∆θ3

‖i∇ϕi‖2 8
π3 (|∆θ−π

2 |)3+∆θ3+1

coincides with the minimum of m =
∥∥i∇ϕi

∥∥2 8
π3

(∣∣∆θ − π
2

∣∣)3 +∆θ3. Try-
ing to minimize m, we get: ∂m

∂‖i∇ϕi‖ = 16
π3

∥∥i∇ϕi

∥∥ (∣∣∆θ − π
2

∣∣)3 ≥ 0 which
means that m is strictly increasing in the direction of

∥∥i∇ϕi

∥∥. Examining
∂m
∂∆θ = 3 ·∆θ2+ 24

π3

∥∥i∇ϕi

∥∥2 ·
(
∆θ − π

2

)2 ·sign (∆θ − π
2

)
and requiring ∂m

∂∆θ = 0
for an extremum in the direction of ∆θ, we get:

∆θ =


2‖i∇ϕi‖π

4‖i∇ϕi‖±
√

2·π
3/2

∆θ ≤ π/2

2‖i∇ϕi‖π
4‖i∇ϕi‖±i

√
2·π

3/2
∆θ > π/2

The only feasible solution is: ∆θ =
2‖i∇ϕi‖π

4‖i∇ϕi‖+
√

2·π
3/2

. Substituting the solu-

tion in m we get: min
∆θ

(m) =
2‖i∇ϕi‖2

π3

4‖i∇ϕi‖+
√

2·π
3/2

2 . Minimizing the last we get:
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∂ min
∆θ

(m)

∂‖i∇ϕi‖ =
4
√

2‖i∇ϕi‖π
9/2

4‖i∇ϕi‖+
√

2·π
3/2

3 ≥ 0. Activating the constraint
∥∥i∇ϕi

∥∥ ≥ ε1

we get: ε2 = min (m) = 2ε21π
3

4ε1+
√

2·π
3/2

2 . Substituting in the time deriva-

tive of the Lyapunov function, we have that: V̇i ≤ ∂ϕi
∂t −

∣∣∣∂ϕi/∂t
∣∣∣ c ε2

ε2+1 , so

choosing c > ε2+1
ε2

we get that V̇i ≤
∣∣∣∂ϕi/∂t

∣∣∣ (sign(∂ϕi/∂t
)
− k

)
≤ 0 since

k = c ε2
ε2+1 > 1. The equality holds when (qi = qdi) ∧

(
∂ϕi/∂t = 0

)
. We as-

sume that the system’s initial conditions are in the set Wi\Si where the set
Si =

{
pi :

∥∥i∇ϕi

∥∥ < ε1

}
. ε1 can be chosen to be arbitrarily small such that

the set Si includes arbitrarily small regions only around the saddle points and
the target. Since we are considering convergence to the set Bi, we have that

V̇i < 0, ∀qi ∈Wfree\
{
B̄i ∪

{
qi :

∥∥i∇ϕi (qi)
∥∥ < ε1

}}
where the bar denotes the set internal. ♦

For the second stage each agent is isolated from the rest of the system. The
dipolar navigation function for this case becomes:

ϕinti (xi, yi, θi) =
γd,θi(

γkd,θi +Hnhi · βinti
)1/k

(18)

where βinti = ε2 − ‖qi − qdi‖
2, and γd,θi = ‖qi − qdi‖

2 + (θ − θdi)
2. Define

∆i = Kθi · ∂ϕinti/∂θi · (θinhi − θi)−Kui ·Kzi ·
∣∣i∇ϕinti · ηi

∣∣
and

θinhi = arg
(
∂ϕinti

∂xi
· si + i

∂ϕinti

∂yi
· si

)
Then for each aircraft in isolation we have the following:

Proposition 4. Each subsystem under the control law

ui = −sgn
(
∂ϕinti
∂xi

cos θi +
∂ϕinti
∂yi

sin θi
)
KuiKzi

ωi = Kθi (θinhi − θi) ,∆i < 0
ωi = −Kθi

∂ϕinti
∂θi

,∆i ≥ 0

(19)

converges to pdi

Proof : Taking Vi = ϕinti as a Lyapunov function candidate, we have for the
time derivative:

V̇i = ẋ · ∇ϕinti = ui
(
i∇ϕinti · ηi

)
+ wi

∂ϕinti/∂yi
. We can now discriminate two cases, depending on the level of ∆i:
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1. ∆i < 0. Then V̇i = −KuiKzi

∣∣i∇ϕinti · ηi
∣∣ + Kθi (θinhi − θi) ∂ϕinti/∂yi =

∆i < 0

2. ∆i ≥ 0. Then V̇i = −KuiKzi

∣∣i∇ϕinti · ηi
∣∣ −Kθi

(
∂ϕinti/∂yi

)2

≤ 0, with
the equality holding only at the origin.

♦
The fact that each agent remains in its safe region after the first stage

is established by the following lemma which is a direct application of the
properties of the navigation function:

Lemma 8. For each subsystem i under the control law (19)the set

Binti = {pi : ‖qi − qdi‖ ≤ ε, θi ∈ (−π, π]}

is positive invariant.

Proof : The boundary of (18) is the set Binti = {pi : βinti (qi) = 0} =
{pi : ‖qi − qdi‖ = ε} = ∂Binti , i.e. the workspace boundary, which is positive
invariant for a navigation function [21],[7]. ♦

5.4 The Case of Limited Sensing Capabilities

In the previous section, we presented the nonholonomic control scheme for
multiple agents with global sensing capabilities. In this section we modify this
in order to cope with the limited sensing range of each agent.

It is obvious that each agent takes into account the other agents only on
the first stage. The inter-agent proximity functions are modified according to
(12). However each agent has also only local knowledge of the velocities of the
rest of the team. Therefore the term ∂ϕi

∂t must be modified according to:

∂ϕi

∂t
=

∑
j:‖qi−qdi‖≤dC

{(
∂ϕi

∂xj
cos θj +

∂ϕi

∂yj
sin θj

)
· uj

}
(20)

where dC is again the radius of the sensing zone of each agent. Hence each
agent has to take into account only the positions and velocities of agents that
are within each sensing zone at each time instant.

This modification of the control law (16) does not affect the stability results
of the previous section as the nodes of the deterministic switched system
admit a common Lyapunov function. Using arguments from established results
on stability for hybrid systems([3],[34]) the convergence in the first stage is
guaranteed for each agent in this case as well. The interested reader can refer
to [10] for more details.
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6 Dynamic Models

The mathematical models of the moving vehicles/agents in the previous sec-
tions were considered purely kinematic. In practice however, real mechanical
systems and in particular moving vehicles are controlled through their ac-
celeration. It is therefore evident that second order models are considered
as well in the navigation functions’ approach. The next two sections present
the extension of the DNF’s approach of the previous paragraphs to the cases
of decentralized dynamic models for holonomic and nonholonomic systems,
respectively.

6.1 Holonomic Dynamics

In this section, we present the decentralized control scheme for a multi-agent
system with double integrator dynamics. The following discussion is based on
[9].

We consider the following system of N agents with double integrator dy-
namics:

q̇i = vi
v̇i = ui

, i ∈ {1, . . . , N} (21)

We will show that the system is asymptotically stabilized under the control
law

ui = −Ki
∂ϕi

∂qi
+ θi

(
vi,

∂ϕi

∂t

)
− givi (22)

where Ki, gi > 0 are positive gains,

θi

(
vi,

∂ϕi

∂t

)
∆= − cvi

tanh
(
‖vi‖2

) ∣∣∣∣∂ϕi

∂t

∣∣∣∣
and

∂ϕi

∂t
=
∑
j �=i

∂ϕi

∂qj
q̇j

The first term of equation (22) corresponds to the potential field (decentral-
ized navigation function described in section 2. The second term exploits the
knowledge each agent has of the velocities of the others, and is designed to
guarantee convergence of the whole team to the desired configurations. The
last term serves as a damping element that ensures convergence to the desti-
nation point by suppressing oscillatory motion around it.

By using the notation x =
[
xT1 , . . . , x

T
N

]T , xTi =
[
qTi vTi

]
the closed

loop dynamics of the system can be rewritten as

ẋ = ξ(x) =
[
ξT1 (x), . . . , ξ

T
N (x)

]T
(23)

with



Multirobot Navigation Functions II: Towards Decentralization 237

ξi(x) =

[
vi

−Ki
∂ϕi
∂qi

− cvi
tanh(‖vi‖2)

∣∣∣∂ϕi∂t

∣∣∣− givi

]

We will use the function V =
∑
i

Kiϕi + 1
2

∑
i

‖vi‖2 as a candidate Lyapunov

function to show that the agents converge to their destinations points . We
will check the stability of the multi-agent system with LaSalle’s Invariance
Principle. Specifically, the following theorem holds:

Theorem 2. The system (23) is asymptotically stabilized to
[
qTd 0

]
,qd =

[qd1, . . . , qdN ]T up to a set of initial conditions of measure zero if the exponent
k assumes values bigger than a finite lower bound and c > maxi(Ki).

Proof : The candidate Lyapunov Function we use is V =
∑
i

Kiϕi+ 1
2

∑
i

‖vi‖2

and by taking its derivative we have

V =
∑
i

Kiϕi + 1
2

∑
i

‖vi‖2 ⇒

V̇ =
∑

Kiϕ̇i +
∑

vTi v̇i =
∑

Ki

(
∂ϕi
∂t + vTi

∂ϕi
∂qi

)
+
∑

vTi

(
−Ki

∂ϕi
∂qi

+ θi

(
vi,

∂ϕi
∂t

)
− givi

)
⇒ V̇ =

∑(
Ki

∂ϕi
∂t + vTi θi

(
vi,

∂ϕi
∂t

)
− gi ‖vi‖2

)
Using the notation Bi

∆= Ki
∂ϕi
∂t + vTi θi

(
vi,

∂ϕi
∂t

)
we first show that

∑
i

Bi ≤ 0

if c > maxi(Ki):

∂ϕi
∂t > 0 :

c > max
i

(Ki)⇒ c > Ki
tanh(‖vi‖2)
‖vi‖2

⇒ Ki >
c‖vi‖2

tanh(‖vi‖2) sgn
(
∂ϕi
∂t

)
⇒ Ki

∂ϕi
∂t + vTi θi

(
vi,

∂ϕi
∂t

)
< 0∀i : ∂ϕi

∂t > 0
∂ϕi
∂t < 0 :

c > 0⇒ c > −Ki
tanh(‖vi‖2)
‖vi‖2

⇒ Ki >
c‖vi‖2

tanh(‖vi‖2) sgn
(
∂ϕi
∂t

)
⇒ Ki

∂ϕi
∂t + vTi θi

(
vi,

∂ϕi
∂t

)
< 0∀i : ∂ϕi

∂t < 0

Of course, Ki
∂ϕi
∂t +vTi θi

(
vi,

∂ϕi
∂t

)
= 0 for ∂ϕi

∂t = 0. In the preceding equations

we used the fact that 0 ≤ tanh(x)
x ≤ 1∀x ≥ 0. So we have

∑
i

Bi ≤ 0 with

equality holding only when ∂ϕi
∂t = 0∀i. We have V̇ =

∑
i

Bi −
∑
i

gi ‖vi‖2 ≤ 0.

Hence, by LaSalle’s Invariance Principle, the state of the system converges to
the largest invariant set contained in the set
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S =
{
q, v :

(
∂ϕi
∂t = 0

)
∧ (vi = 0)∀i

}
=

= {q, v : (vi = 0)∀i}

because by definition the set
{
q, v :

(
∂ϕi
∂t = 0

)
∀i
}

is contained in the set

{q, v : (vi = 0)∀i}. For this subset to be invariant we need v̇i = 0⇒ ∂ϕi
∂qi

= 0∀i.
The analysis of section 2 revealed that this situation occurs whenever the
potential functions either reach the destination or a saddle point. By bounding
the parameters k, h from below by a finite number, ϕi becomes a navigation
function, hence its critical points are isolated ([21]). Thus the set of initial
conditions that lead to saddle points are sets of measure zero ([31]). Hence
the largest invariant set contained in the set ∂ϕi

∂qi
= 0∀i is simply qd♦

6.2 Nonholonomic Dynamics

In section 5, we presented the decentralized navigation functions methodol-
ogy for multiple agents with nonholonomic kinematics. Although each agent
had no specific knowledge about the destinations of the others, it treated a
spherical region around the target of each agent as a static obstacle. In this
section we modify the proposed control law in order to allow each agent to
neglect the destinations of the others. Furthermore, the control inputs are the
acceleration and rotational velocity of each vehicle, coping in this way with
realistic classes of mechanical systems. The following discussion is based on
[8].

We consider the following system of N nonholonomic agents with the fol-
lowing dynamics

ẋi = vi cos θi
ẏi = vi sin θi

θ̇i = ωi

v̇i = ui

, i ∈ {1, . . . , N} (24)

where vi, ωi are the translational and rotational velocities of agent i respec-
tively, and ui its acceleration.

The problem we treat in this paper can be now stated as follows:“ Given
the N nonholonomic agents (24),consider the rotational velocity ωi and the
acceleration ui as control inputs for each agent and derive a control law that
steers every agent from any feasible initial configuration to its goal configura-
tion avoiding, at the same, collisions.”

We make the following assumptions:

• Each agent has global knowledge of the position of the others at each time
instant.

• Each agent has knowledge only of its own desired destination but not of
the others.

• We consider spherical agents.
• The workspace is bounded and spherical.
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To be able to produce a dipolar potential field and cope with the prescribed
assumptions, ϕi in this case is defined as follows:

ϕi =
γdi + fi

((γdi + fi)k +Hnhi ·Gi)
1/k

(25)

where Hnhi has been defined in section 5 and fi in section 3.

Elements from Nonsmooth Analysis

In this section, we review some elements from nonsmooth analysis and Lya-
punov theory for nonsmooth systems that we use in the stability analysis of
the next section.

We consider the vector differential equation with discontinuous right-hand
side:

ẋ = f(x) (26)

where f : Rn → Rn is measurable and essentially locally bounded.

Definition 4. [15]: In the case when n is finite, the vector function x(.) is
called a solution of (26) in [t0, t1] if it is absolutely continuous on [t0, t1] and
there exists Nf ⊂ Rn, µ(Nf ) = 0 such that for all N ⊂ Rn, µ(N) = 0 and for
almost all t ∈ [t0, t1]

ẋ ∈ K[f ](x) ≡ co{ lim
xi→x

f(xi)|xi /∈ Nf ∪N}

Lyapunov stability theorems have been extended for nonsmooth systems in
[37],[4]. The authors use the concept of generalized gradient which for the case
of finite-dimensional spaces is given by the following definition:

Definition 5. [5]: Let V : Rn → R be a locally Lipschitz function. The gen-
eralized gradient of V at x is given by

∂V (x) = co{ lim
xi→x

∇V (xi)|xi /∈ ΩV }

where ΩV is the set of points in Rn where V fails to be differentiable.

Lyapunov theorems for nonsmooth systems require the energy function to
be regular. Regularity is based on the concept of generalized derivative which
was defined by Clarke as follows:

Definition 6. [5]: Let f be Lipschitz near x and v be a vector in Rn. The
generalized directional derivative of f at x in the direction v is defined

f0(x; v) = lim
y→x

sup
t↓0

f(y + tv)− f(y)
t
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Definition 7. [5]: The function f : Rn → R is called regular if
1) ∀v, the usual one-sided directional derivative f ′(x; v)exists and
2) ∀v, f ′(x; v) = f0(x; v)

The following chain rule provides a calculus for the time derivative of the
energy function in the nonsmooth case:

Theorem 3. [37]: Let x be a Filippov solution to ẋ = f(x) on an interval
containing t and V : Rn → R be a Lipschitz and regular function. Then
V (x(t)) is absolutely continuous, (d/dt)V (x(t)) exists almost everywhere and

d

dt
V (x(t)) ∈a.e. ˙̃

V (x) :=
⋂

ξ∈∂V (x(t))

ξTK[f ](x(t))

We shall use the following nonsmooth version of LaSalle’s invariance principle
to prove the convergence of the prescribed system:

Theorem 4. [37] Let Ω be a compact set such that every Filippov solution to
the autonomous system ẋ = f(x), x(0) = x(t0) starting in Ω is unique and
remains in Ω for all t ≥ t0. Let V : Ω → R be a time independent regular
function such that v ≤ 0∀v ∈ ˙̃

V (if ˙̃
V is the empty set then this is trivially

satisfied). Define S = {x ∈ Ω|0 ∈ ˙̃
V }. Then every trajectory in Ω converges

to the largest invariant set,M , in the closure of S.

Nonholonomic Control and Stability Analysis

We will show that the system is asymptotically stabilized under the control
law

ui = −vi{|∇iϕi · ηi|+Mi} − givi − vi
tanh(|vi|)KviKzi

ωi = −Kθi(θi − θdi − θnhi) + θ̇nhi
(27)

where Kvi ,Kθi , gi > 0 are positive gains, θnhi = arg(∂ϕi∂xi
· si + i∂ϕi∂yi

· si), si =
sgn((qi−qdi) ·ηdi), ηi =

[
cos θi sin θi

]T , ηdi = [
cos θdi sin θdi

]T , Kzi =

‖∇iϕi‖2 + ‖qi − qdi‖2, Mi > |
∑

j �=i∇iϕj · ηi|max and ∇iϕj =
[

∂ϕj
xi

∂ϕj
yi

]
.

In particular, we prove the following theorem:

Theorem 5. Under the control law (27), the system is asymptotically stabi-
lized to pd = [pd1, . . . , pdN ]

T .

Proof : Let us first consider the case |vi| > 0∀i. We use

V =
∑

Vi, Vi = ϕi + |vi|+
1
2
(θi − θdi − θnhi)2

as a Lyapunov function candidate. For |vi| > 0 we have
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V̇ =
∑
i

V̇i =
∑
i

{ ∑
j

vj (∇jϕi) · ηj + sgn(vi)v̇i+

+(θi − θdi − θnhi) (θ̇i − θ̇nhi)

}

and substituting

V̇ =
∑
i

{∑
j

vj (∇jϕi) · ηj − |vi| (|(∇iϕi) · ηi|+Mi)

}
−
∑
i

|vi|
tanh(|vi|)KviKzi −

∑
i

gi |vi|

−
∑
i

Kθi (θi − θdi − θnhi)
2

The first term of the right hand side of the last equation can be rewritten as

∑
i

{∑
j

vj (∇jϕi) · ηj − |vi| (|(∇iϕi) · ηi|+Mi)

}
=

=
∑
i

{
vi (∇iϕi) · ηi + vi

∑
j �=i

(∇iϕj) · ηi−

− |vi| (|(∇iϕi) · ηi|+Mi)

}
≤ 0

so that V̇ ≤ −
∑
i

KviKzi −
∑
i

gi |vi| −
∑
i

Kθi (θi − θdi − θnhi)
2 where the

inequality x
tanh x ≥ 1 for x ≥ 0.

The candidate Lyapunov function is nonsmooth whenever vi = 0 for some
i. The generalized gradient of V and the Filippov set of the closed loop system
by are respectively given by

∂V =



∑
i

∇1ϕi

...∑
i

∇Nϕi

∂ |v1|
...

∂ |vN |
1
2∇θ1 (θ1 − θd1 − θnh1)

2

...
1
2∇θN (θN − θdN − θnhN )

2

1
2∇θnh1 (θ1 − θd1 − θnh1)

2

...
1
2∇θnhN (θN − θdN − θnhN )

2



,K [f ] =



v1 cos θ1

v1 sin θ1

...
vN cos θN
vN sin θN

u1

...
uN
ω1

...
ωN

θ̇nh1

...
θ̇nhN



=



v1 cos θ1

v1 sin θ1

...
vN cos θN
vN sin θN
K [u1]

...
K [uN ]

ω1

...
ωN

θ̇nh1

...
θ̇nhN


We denote by D

∆= {x : ∃i ∈ {1, . . . N} s.t.vi = 0} the “discontinuity surface”
and DS

∆= {i ∈ {1, . . . N} s.t.vi = 0} the set of indices of agents that partici-
pate in D. We then have



242 Dimos V. Dimarogonas, Savvas G. Loizou and Kostas J. Kyriakopoulos

˙̃
V =

⋂
ξ∈∂V

ξTK [f ] =

v1

(∑
i

∇1ϕi

)
· η1 + . . .+ vN

(∑
i

∇Nϕi

)
· ηN

+
⋂

ξ∈∂|v1|
ξTK [u1] + . . .+

⋂
ξ∈∂|vN |

ξTK [uN ]

+
∑
i

(θi − θdi − θnhi)
(
ωi − θ̇nhi

)
⇒

˙̃
V =

∑
i/∈DS

{
vi

(∑
i

∇iϕj

)
· ηi + sgn (vi)ui

}
+

∑
i∈DS

⋂
ξ∈∂|vi|

ξTK [ui]−
∑
i

Kθi (θi − θdi − θnhi)
2

For i ∈ DS we have ∂ |vi|vi=0 = [−1, 1] and K [ui]|
vi=0

= [− |KviKzi| , |KviKzi|]
so that

⋂
ξ∈∂|vi|

ξTK [ui] = 0. From the previous analysis we also derive that

∑
i/∈DS

{
vi

(∑
i

∇iϕj

)
· ηi + sgn (vi)ui

}
≤

−
∑

i/∈DS

{KviKzi + gi |vi|}

Going back to Theorem 5 it is easy to see that v ≤ 0∀v ∈ ˙̃
V . Each function

Vi is regular as the sum of regular functions ([37]) and V is regular for the
same reason. The level sets of V are compact so we can apply this theorem.
We have that S = {x|0 ∈ ˙̃

V } = {x : (vi = 0∀i)
∧
(θi − θdi = θnhi∀i)}. The

trajectory of the system converges to the largest invariant subset of S. For
this subset to be invariant we must have

v̇i = 0⇒ KviKzi = 0⇒ (∇iϕi = 0) ∧ (qi = qdi)∀i

For ∇iϕi = 0 we have θnhi = 0 so that θi = θdi. ♦

7 Simulations

To demonstrate the navigation properties of our decentralized approach, we
present a series of simulations of multiple agents that have to navigate from
an initial to a final configuration, avoiding collision with each other. The
chosen configurations constitute non-trivial setups since the straight-line paths
connecting initial and final positions of each agent are obstructed by other
agents. In the first screenshot of each figure A − i, T − i denote the initial
condition and desired destination of agent i respectively.

The first simulation in figure 6 involves 8 holonomic agents with global
sensing capabilities. This is a case of decentralized conflict resolution of mul-
tiple holonomic agents with global sensing capabilities (see section 2). The
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guaranteed convergence and collision avoidance properties, as well as the co-
operative nature of the proposed strategy, are easily verified. While all agents
begin to navigate towards their desired goals, 4 agents return back towards
their initial positions and allow the conflict resolution of the rest. Once the
workspace is clear, the remaining four agents perform a conflict resolution
manoeuver to converge to their final destinations.

Fig. 6. Decentralized Conflict Resolution for 8 holonomic agents with Global Sens-
ing Capabilities

The second simulation (fig. 7) involves four agents with local sensing ca-
pabilities. This is a case of decentralized conflict resolution of multiple holo-
nomic agents with global sensing capabilities (see section 4). Each agent has
no knowledge of the positions of agents outside its sensing zone, which is the
big circle around its center of mass.

Figure 8 verifies the collision avoidance and global convergence properties
of our algorithm in the nonholonomic case encountered in section 5 as well.
In the first screenshot of this figure the ring around each target represents
the corresponding transition guard where the transition from the first to the
second stage takes place. In the second and third screenshot of this figure the
four nonholonomic agents are outside their safe set and perform a conflict
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Fig. 7. Decentralized Conflict Resolution for 4 holonomic agents with Limited Sens-
ing Capabilities

resolution maneuver, while in the last two screenshots each agent has entered
its safe set surrounding its target, and it converges to its desired configuration.

The navigation properties of the proposed control scheme are verified in
the dynamic case as well through the non-trivial simulations in figures 9,10
involving four holonomic and nonholonomic agents respectively. Figure 9 is
an illustration of the control scheme developed in subsection 6.1 while fig-
ure 10 refers to the control scheme presented in subsection 6.2. The global
convergence and collision avoidance properties are verified in this case as well.

The simulations presented in this section highlight the importance of this
method as a feedback control strategy that guarantees satisfaction of the im-
posed specifications, namely collision avoidance and destination convergence,
for multiple non-point agents. The results are significant as they deal both
with holonomic and nonholonomic mathematical models of vehicle movement.
The simulations of dynamic models of figures 9 and 10 have their own impor-
tance as the deal with mathematical models of real world applications, such
as aircraft and mechanical systems.
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Fig. 8. Decentralized Conflict Resolution for 4 nonholonomic agents

8 Conclusion

In this work, a decentralized methodology for multiple mobile agent naviga-
tion has been presented. The methodology extends the centralized multi-agent
navigation scheme of the previous chapter to a decentralized approach to the
problem. The decentralization factor lies in the fact that each agent requires
no knowledge of the desired destinations of the others, and also has limited
sensing capabilities with respect to the whereabouts of agents located out-
side its sensing zone at each time instant. Dynamic models have also been
taken into account in the sequel. This is the first to the authors’ knowledge
extension of centralized multi-agent control using navigation functions, to a
decentralized scheme.

Current research includes extending the decentralization scheme to the
case where no knowledge of the exact number of agents in the workspace is
required as well as coping with three-dimensional models.
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Fig. 9. Decentralized Conflict Resolution for 4 dynamic holonomic agents

A Proofs of Lemmas 1-5

Before proceeding with our proof, we introduce some simplifications concern-
ing terminology. To simplify notation we denote by q instead of qi the current
agent configuration, by qd instead of qdi its goal configuration, by G instead of
its “G” function and by qj the configurations of the other agents. In the proof

sketches of Lemmas 1-5 we use the notation ∂
∂qi

(·) ∆= ∇ (·) and ∂2

∂q2i
(·) ∆= ∇2 (·)

A.1 Proof of Lemma 1

At steady state, the function f vanishes due to the constraintX < Gi (qd1, . . . , qdN ) ∀i.
Taking the gradient of the definition of ϕ we have:

∇ϕ (qd) =

(
γkd +G

)1/k∇γd − γd∇
(
γkd +G

)1/k(
γkd +G

)2/k = 0
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Fig. 10. Decentralized Conflict Resolution for 4 dynamic nonholonomic agents

since both γd and ∇ (γd) vanish by definition at qd. The Hessian at qd is

∇2ϕ (qd) =
(γkd+G)1/k∇2γd−γd∇2(γkd+G)1/k

(γkd+G)2/k
=

= G−1/k · ∇2 (γd) = 2G−1/kI

which is non-degenerate.♦

A.2 Proof of Lemma 2

Let q0 be a point in ϑF and suppose that (gRa
)b (q0) = 0 for some relation a of

level b. If the workspace is valid:
(
gRj

)
l
(q0) > 0 for any level-l and j �= a since
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only one RVF can hold at a time. Using the terminology previously defined,
and setting gi ≡ (gRa

)b (q0) = 0 , it follows that ḡi > 0. Taking the gradient
of ϕ at q0 , we obtain:

∇ϕ (q0) =
((γd+f)k+G)1/k∇(γd+f)−(γd+f)∇((γd+f)k+G)1/k

((γd+f)k+G)2/k

∣∣∣∣
q0

G(q0)=0
= (γd+f)∇(γd+f)−(γd+f)∇(γd+f)− 1

k (γd+f)2−k∇G

(γd+f)2
=

= − 1
k (γd + f)−k∇G = − 1

k (γd + f)−k ḡi∇gi �= 0

A.3 Proof of Lemma 3

At a critical point q ∈ Cϕ̂

⋂
F1 (ε) we have:

ϕ̂ = γ
G ⇒ ∇ϕ̂ = 1

G2 (G∇γ − γ∇G)
∇ϕ̂=0⇒ G∇γ = γ∇G⇒ G∇ (γd + f)k = (γd + f)k∇G
⇒ kG∇ (γd + f) = (γd + f)∇G

Taking the magnitude of both sides yields:

kG ‖∇ (γd + f)‖ = (γd + f) ‖∇G‖

A sufficient condition for the above equality not to hold is given by:

(γd + f) ‖∇G‖
G ‖∇ (γd + f)‖ < k,∀q ∈ F1(ε)

An upper bound for the left side is given by:

(γd+f)‖∇G‖
G‖∇(γd+f)‖ < (γd+f)

‖∇(γd+f)‖ ·
nL∑
l=1

nR,l∑
j=1

Gj,l

G

∥∥∇ (
gRj

)
l

∥∥ <

< 1
ε ·

max
W
{γd}+max

W
{f} ·

nL

l=1

nR,l

j=1
max
W

∇(gRj )l
min
W
‖∇(γd+f)‖ =

= 1
ε ·

max
W
{γd}+Y ·

nL

l=1

nR,l

j=1
max
W

∇(gRj )l
min
W
‖∇(γd+f)‖

since:
(
gRj

)
l
≥ ε.♦

A.4 Proof of Lemma 4

If q ∈ F0 (ε) ∩ Cϕ̂ , where Cϕ̂ is the set of critical points, then q ∈ BL
i (ε) for

at least one set {L, i} , i ∈ {1...nR,L} , L ∈ {1...nL}, with nL the number of
levels and nR,L the number of relations in level L. We will use a unit vector
as a test direction to demonstrate that

(
∇2ϕ̂

)
(q) has at least one negative

eigenvalue. At a critical point,
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(∇ϕ̂) (q) =
kG (γd + f)k−1∇ (γd + f)− (γd + f)k∇G

G2
= 0

Hence,
k ·G · ∇ (γd + f) = (γd + f) · ∇G (28)

The Hessian at a critical point is:(
∇2ϕ̂

)
(q) =

1
G2

(
G · ∇2 (γd + f)k − (γd + f)k · ∇2G

)
and expanding(

∇2ϕ̂
)
(q) = (γd+f)k−2

G2 ·

·
{
kG

[
(γd + f)∇2 (γd + f)+
(k − 1)∇ (γd + f)∇ (γd + f)T

]
− (γd + f)2∇2G

}
Taking the outer product of both sides of equation 28, we get:

(kG)2∇ (γd + f)∇ (γd + f)T = (γd + f)2∇G∇GT (29)

Substituting equation 29 in equation 28, we get:

(
∇2ϕ̂

)
(q) =

(γd + f)k−1

G2


kG∇2 (γd + f)+
+
(
1− 1

k

) (γd+f)
G ∇G∇GT−

− (γd + f)∇2G


We choose the test vector (unit magnitude) to be:û = ∇bi(qc)

⊥

‖∇bi(qc)
⊥‖ . By its

definition û is orthogonal to ∇bi at a critical point qc, and so the following
properties hold:ûT · ∇bi = 0 and ∇bTi · û = 0. With ∇2 (γd + f) = 2 · I +∇2f ,
we form the quadratic form:

G2

(γd+f)k−1 û
T
(
∇2ϕ̂

)
(q) û = 2kG+ kGûT∇2fû

+
(
1− 1

k

) (γd+f)
G ûT∇G∇GT û− (γd + f) ûT∇2Gû

After many nontrivial calculation we get

G2

(γd+f)k−1 û
T
(
∇2ϕ̂

)
(q) û =

ḡici

(
1 + a0

γd

) (
1
2∇bTi ∇γd − υiγd

)
+gi


kḡiû

T∇2fû+ (γd + f) ηi − (γd + f)ψi + z2
2γd

−υiḡici

(
3∑

j=1

ajg
j−1
i ḡji

)
− ζi


(30)

where ci = 1 + λ

bi+b̃
1/h
i

,υi = 2 · l,l the relation level,
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ηi =
(
1− 1

k

)
ûT∇ḡi∇ḡTi û

ḡi
− 2λ

ûT∇ḡi ∇b̃
1/h
i

T
û

ci bi+b̃
1/h
i

2 +

+λ2ḡi
ûT∇b̃

1/h
i ∇b̃

1/h
i

T
û

c2i bi+b̃
1/h
i

4


ψi = ûT · ∇2ḡi · û+ ḡi

ci
· ûT ·Bi · û−

−2 λ

ci bi+b̃
1/h
i

2 · ûT · ∇b̃
1/h
i · ∇ḡi · û

Bi = λ


2
∇bi+∇b̃

1/h
i ∇bi+∇b̃

1/h
i

T

bi+b̃
1/h
i

3 −

−
∇2bi+∇2b̃

1/h
i

bi+b̃
1/h
i

2


z2 (gi, ḡi,∇gi,∇ḡi) = γd∇ḡTi ∇γd + f∇ḡTi ∇γd + . . .
−kḡi

(
2∇γTd · ∇f −∇fT · ∇f

)
ζi =

λḡi

2ci
(
b+ b̃1/h

)2

(
∇b+∇b̃1/h

)T
· ∇γd

Setting: µ̃i =
(
1 + a0

γd

)
· µi where µi = 1

2∇bTi ∇γd − υi · γd equation (30)
becomes:

G2

(γd+f)k−1 û
T
(
∇2ϕ̂

)
(q) û = ḡi · ci · µ̃i+

gi


k · ḡi · ûT · ∇2f · û+ (γd + f) · ηi − (γd + f) · ψi

+ z2
2γd

− υiḡici

(
3∑

j=1

ajg
j−1
i ḡji

)
− ζi

 (31)

The second term is proportional to gi and can be made arbitrarily small by a
suitable choice of ε but can still be positive, so the first term should be strictly
negative.

From the result of Lemma 7 in [7], we have:

max
q∈F0

{µi} =

= 2
l

 1
l

√
‖
∑

qj‖2 − l
∑
‖qj‖2 + l

(∑
(r + rj)

2 + ε
)

−‖lqd −
∑

qj‖

 ·
· ‖lqd −

∑
qj‖

For ε small enough, max
q∈F0

{µi} is negative. Moreover, the term
(
1 + a0

γd

)
is

always greater than one, since we have assumed that a0 > 0, and γd > 0 for
q ∈ F0 (ε). Thus for ε small enough, µ̃i is also negative. So, for µ̃i, according
to Lemma 1, it is sufficient to make sure that:
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1
l ·

√
‖
∑

qj‖2 − l ·
∑
‖qj‖2 + l ·

(∑
(r + rj)

2 + ε
)
<

< ‖l · qd −
∑

qj‖ ⇒ ε < l · ‖l · qd −
∑

qj‖2 +
∑
‖qj‖2−

− 1
l · ‖

∑
qj‖2 −

∑
(r + rj)

2 ≡ ε0

An other constraint arises from the fact that ε > 0. . So for a valid workspace
it will be:

l ·
∥∥∥l · qd −∑

qj

∥∥∥2

+
∑

‖qj‖2 −
1
l
·
∥∥∥∑ qj

∥∥∥2

>
∑

(r + rj)
2

♦

A.5 Proof of Lemma 5

From the proof of the previous Lemma, we have at a critical point

G2

(γd+f)k−1

(
∇2ϕ̂

)
= kG∇2 (γd + f)+(

1− 1
k

)
γd+f
G ∇G∇GT − (γd + f)∇2G

We also have∇f =


3∑

j=1

jajG
j−1
i︸ ︷︷ ︸

σ(G)

∇G and∇2f = σ∇2G+σ∗∇G∇GT , σ∗ =

3∑
j=2

j(j − 1)ajGj−2. At a critical point:

kG∇ (γd + f) = (γd + f)∇G⇒
kG∇γd = (γd + f)∇G− kG∇f ⇒
kG∇γd = (γd + f − kGσ(G))∇G⇒

G∇γd =


γd + f

k
−Gσ(G)︸ ︷︷ ︸
−σi

∇G

Taking the magnitude from both sides we have 2kG = k|σi|2
2Gγd

‖∇G‖2. Choosing
ũ = ∇̂bi as a test direction and after some manipulation we have

G2

k(γd+f)k−1 ũ
T
(
∇2ϕ̂

)
ũ =

|σi|2

2Gγd
‖∇G‖2︸ ︷︷ ︸
L

+

ξũT∇G∇GT ũ︸ ︷︷ ︸
M

+σiũ
T∇2Gũ︸ ︷︷ ︸
N
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where

ξ =
(
1− 1

k

)
γd + Y

kG
+

3∑
j=2

{
kj(j − 1) +

(
1− 1

k

)}
aj
k
Gj−1

After some manipulation, we have

L+M +N ≥ |σi|2
2Gγd

{
g2
i ‖∇ḡi‖2 + ḡ2

i ‖∇gi‖2−
2G ‖∇ḡi‖

∥∥∇gi − 2
(
ũT∇gi

)
ũ
∥∥ }

+2
(
|σi|2
γd

+ ξG+ σi

) (
ũT∇gi

)
(∇ḡiũ)

+ξḡ2
i

(
ũT∇gi

)2 + σiũ
T
(
gi∇2ḡi + ḡi∇2gi

)
u

But
∥∥∇gi − 2

(
ũT∇gi

)
ũ
∥∥2 = ‖∇gi‖2 so that

g2
i ‖∇ḡi‖2 + ḡ2

i ‖∇gi‖2−
2G ‖∇ḡi‖

∥∥∇gi − 2
(
ũT∇gi

)
ũ
∥∥ = (gi ‖∇ḡi‖ − ḡi ‖∇gi‖)2

so that
L+M +N ≥ 2

(
|σi|2
γd

+ ξG+ σi

) (
ũT∇gi

)
(∇ḡiũ)

+ξḡ2
i

(
ũT∇gi

)2 + σiũ
T
(
gi∇2ḡi + ḡi∇2gi

)
u

It is shown in [7] that the second term, which is strictly positive, dominates
the third and the first term for sufficiently small ε.

B Proof of Proposition 2

In the proof sketch of Proposition 2, the terms ∇ (·), ∇2 (·) have their usual
meaning and refer to the whole state space and not a single agent, namely

∇ (·) ∆=
[

∂
∂q1

(·) , . . . , ∂
∂qN

(·)
]T

and ∇2 (·) ∆=
[

∂2

∂qij
(·)
]
.

We immediately note that the following proof is existential rather than
computational. We show that a finite k that renders the system almost every-
where asymptotically stable exists, but we do not provide an analytical expres-
sion for this lower bound. However, practical values of k have been provided
in the simulation section.
Let us recall that the Proximity function between agents i and j is given by:

βij(q) = ‖qi − qj‖2 − (ri + rj)
2 = qTDijq − (ri + rj)

2

where the 2N × 2N matrix Dij is given by:

Dij =
O2(i−1)×2N

O2×2(i−1) I2×2 O2×2(j−i−1) −I2×2 O2×2(N−j)
O2(j−i−1)×2N

O2×2(i−1) −I2×2 O2×2(j−i−1) I2×2 O2×2(N−j)
O2(N−j)×2N


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We can also write bir = qTP i
rq −

∑
j∈Pr

(ri + rj)
2 ,where P i

r =
∑
j∈Pr

Dij , and Pr

denotes the set of binary relations in relation r. It can easily be seen that
∇bir = 2P i

rq,∇2bir = 2P i
r . We also use the following notation for the r-th

relation wrt agent i:

gir = bir +
λbir

bir+(b̃ir)
1/h , b̃

i
r =

∏
s∈Sr
s �=r

bis,

∇b̃ir =
∑
s∈Sr
s �=r

∏
t∈Sr
t�=s,r

bti

︸ ︷︷ ︸
b̃is,r

· 2P i
sq

where Sr denotes the set of relations in the same level with relation r. An
easy calculation shows that

∇gir = . . . = 2
[
dirP

i
r − wi

rP̃
i
r

]
q

∆= Qi
rq, P̃

i
r

∆=
∑
s∈Sr
s �=r

b̃is,rP
i
s

where dir = 1+ (1− bir

bir+(
∼
bir)

1/h
) λ

bir+(
∼
bir)

1/h
, wi

r =
λbir(

∼
bir)

1
h

−1

h(bir+(
∼
bir)

1/h)2
. The gradient of

the Gi function is given by:

Gi =
Ni∏
r=1

gir ⇒ ∇Gi =
Ni∑
r=1

Ni∏
l=1
l �=r

gil

︸ ︷︷ ︸
g̃ir

∇gir =
Ni∑
r=1

g̃irQ
i
rq

∆= Qiq

We define ∇G
∆=

 ∇G1

...
∇GN

 =

 Q1

...
QN

 q
∆= Qq

Remembering that ui = −Ki
∂ϕi
∂qi

and that ϕi = γdi+fi

((γdi+fi)
k+Gi)1/k

, fi =

3∑
j=0

aiG
j
i the closed loop dynamics of the system are given by:

q̇ =


−K1A

−(1+1/k)
1

{
G1

∂γd1
∂q1

+ σ1
∂G1
∂q1

}
...
−KNA

−(1+1/k)
N

{
GN

∂γdN
∂qN

+ σN
∂GN

∂qN

}
 = . . .

= −AKG (∂γd)−AKΣQq

where (∂γd) =
[
∂γd1
∂q1

. . . ∂γdN∂qN

]T
, σi = Giσ(Gi)−γdi+fi

k , σ(Gi) =
3∑

j=1

jajG
j−1
i ,Ai =

(γdi + fi)
k +Gi and the matrices
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G
∆= diag (G1, G1, . . . , GN , GN )︸ ︷︷ ︸

2N×2N

AK
∆= diag

(
K1A

−(1+1/k)
1 ,K1A

−(1+1/k)
1 , . . . ,

KNA
−(1+1/k)
N ,KNA

−(1+1/k)
N

)
︸ ︷︷ ︸

2N×2N

Σ
∆=

 Σ1︸︷︷︸
2N×2N

, . . . , ΣN︸︷︷︸
2N×2N


︸ ︷︷ ︸

2N×2N2

,

Σi = diag

0, 0, . . . , σi, σi︸ ︷︷ ︸
2i−1,2i

, . . . , 0, 0


By using ϕ =

∑
i

ϕi as a candidate Lyapunov function we have

ϕ =
∑
i

ϕi ⇒ ϕ̇ =
{∑

i

(∇ϕi)
T

}
q̇,

∇ϕi = A
−(1+1/k)
i {Gi∇γdi + σi∇Gi}

and after some trivial calculation
∑
i

(∇ϕi)
T = . . . = (∂γd)

T
AG + qTQTAΣ

where

AG = diag

(
G1A

−(1+1/k)
1 , G1A

−(1+1/k)
1 , . . . ,

GNA
−(1+1/k)
N , GNA

−(1+1/k)
N

)
︸ ︷︷ ︸

2N×2N

AΣ =


AΣ1︸︷︷︸

2N×2N

...
AΣN︸︷︷︸

2N×2N


︸ ︷︷ ︸

2N2×2N

, AΣi
= diag

(
A
−(1+1/k)
i σi, . . . ,

A
−(1+1/k)
i σi

)
︸ ︷︷ ︸

2N×2N

So we have

ϕ̇ =
{∑

i

(∇ϕi)
T

}
q̇ = . . . =

= −
[
(∂γd)

T
qT

] [ M1 M2

M3 M4

]
︸ ︷︷ ︸

M

[
∂γd
q

]

whereM1 = AGAKG,M2 = AGAKΣQ,M3 = QTAΣAKG,M4 = QTAΣAKΣQ.
In [7], we provide an analytic expression for the elements of the matrix Q.
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We examine the positive definiteness of the matrix M by use of the fol-
lowing theorems:

Theorem 6. [18]: Given a matrix A ∈ Hn×n then all its eigenvalues lie in
the union of n discs:

n⋃
i=1

z : |z − aii| ≤
n∑

j=1
j �=i

|aij |

 ∆=
n⋃

i=1

Ri(A)
∆= R(A)

Each of these discs is called a Gersgorin disc of A.

Corollary 1. [18]: Given a matrix A ∈ Hn×n and n positive real numbers
p1, . . . , pn then all its eigenvalues of A lie in the union of n discs:

n⋃
i=1

z : |z − aii| ≤
1
pi

n∑
j=1
j �=i

pj |aij |


A key point of Corollary 1 is that if we bound the first n/2 Gersgorin discs
of a matrix A sufficiently away from zero, then an appropriate choice of the
numbers p1, . . . , pn renders the remaining n/2 discs sufficiently close to the
corresponding diagonal elements. Hence, by ensuring the positive definiteness
of the eigenvalues of the matrixM corresponding to the first n/2 rows, then we
can render the remaining ones sufficiently close to the corresponding diagonal
elements. This fact will be made clearer in the analysis that follows.

Some useful bounds are obtained by the following lemma:

Lemma 9. : The following bounds hold for the terms Qi
ii, Q

j
ii, σi

σi(ε) ∈



−Y (
1
k +

8
9

)
− γdi

k ,−Y

k
− γdi

k︸ ︷︷ ︸
σi(0)

 , 0 ≤ ε ≤ ε∗

−Y (
1
k +

8
9

)
− γdi

k ,−γdi
k︸ ︷︷ ︸

σi(X)

 ,X ≥ ε ≥ ε∗

0 < Qi
ii <

∣∣Qi
ii

∣∣
max

<∞
and

0 < Qj
ii <

∣∣∣Qj
ii

∣∣∣
max

<∞
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Proof : See [7].
Let us examine the Gersgorin discs of the first half rows of the matrix M .

We denote this procedure as M1 −M2, as the main diagonal elements of M1

are ”compared” with the corresponding raw elements of M2. Note that the
submatrices M1,M2 are both diagonal, therefore the only nonzero elements
of raw i of the 4N × 4N matrix M are the elements Mii,Mi,2N+i where of
course 1 ≤ i ≤ 2N as we calculate the Gersgorin discs of the first half rows of
the matrix M . We have:

|z −Mii| ≤ 1
pi

∑
j �=i

pj |Mij |, 1 ≤ i ≤ 2N ⇒∣∣∣z −A
−2(1+1/k)
i KiG

2
i

∣∣∣ ≤ p2N+i

pi

∣∣∣A−2(1+1/k)
i σiKiGiQ

i
ii

∣∣∣⇒
⇒ z ≥ A

−2(1+1/k)
i KiG

2
i −

p2N+i

pi

∣∣∣A−2(1+1/k)
i σiKiGiQ

i
ii

∣∣∣
We examine the following three cases:

• Gi < ε At a critical point in this region, the corresponding eigenvalue
tends to zero, so that the derivative of the Lyapunov function could achieve
zero values. However, the result of Lemma 5 indicates that ϕi is a Morse
function, hence its critical points are isolated [21]. Thus the set of initial
conditions that lead to saddle points are sets of measure zero [31].

• Gi > X The corresponding eigenvalue is guaranteed to be positive as long
as:

z > 0⇐ A
−2(1+1/k)
i Ki

(
Gi − p2N+i

pi

∣∣σiQi
ii

∣∣) > 0⇐
Gi ≥ X > p2N+i

pi

∣∣σiQi
ii

∣∣ = γdi
k

p2N+i

pi

∣∣Qi
ii

∣∣⇐
⇐ k >

(γdi)max
X

p2N+i

pi

∣∣Qi
ii

∣∣
max

• 0 < ε ≤ Gi ≤ X

z > 0⇐ ε >
{
Y
∣∣ 1
k +

8
9

∣∣+ ∣∣γdi
k

∣∣} p2N+i

pi

∣∣Qi
ii

∣∣
max

⇐

⇐ ε > 2max

{
2max

{
Y
k ,

8Y
9

}
,∣∣∣ (γdi)max

k

∣∣∣
}

p2N+i

pi

∣∣Qi
ii

∣∣
max

Y≤Θ1
k⇐ k > 2max

{
2
√

Θ1
ε , 16Θ1

9ε ,
(γdi)max

ε

}
p2N+i

pi

∣∣Qi
ii

∣∣
max

A key point is that there is no restriction on how to select the terms p2N+i

pi
.

This will help us in deriving bounds that guarantee the positive definiteness
of the matrix M .
Let us examine the Gersgorin discs of the second half rows of the matrix M .
Likewise, we denote this procedure as M3 −M4. The discs of Corollary 1 are
evaluated:

|z −Mii| ≤
∑
j �=i

pj
pi
|Mij |, 2N + 1 ≤ i ≤ 4N, 1 ≤ j ≤ 4N ⇒

⇒ |z − (M4)ii| ≤ Ri(M3) +Ri(M4)
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where
(M4)ii =

∑
j

KiA
−(1+1/k)
i A

−(1+1/k)
j σjσiQ

i
iiQ

j
ii

and

Ri(M3) =
2N∑
j=1

pj
pi

∣∣∣(M3)ij
∣∣∣ =

=
2N∑
j=1

pj
pi

∣∣∣∣∑
l

A
−(1+1/k)
l σlA

−(1+1/k)
j KjGjQ

l
ij

∣∣∣∣
Ri(M4) =

4N∑
j=2N+1

j �=i

pj
pi

∣∣∣(M4)ij
∣∣∣ =

=
∑
j �=i

pj
pi

∣∣∣∣∑
l

(AlAj)
−(1+1/k)

σlσjKjQ
l
ijQ

j
jj

∣∣∣∣
A sufficient condition for the positive definiteness of the corresponding eigen-
value for raw i is then:

(M4)ii > Ri(M3) +Ri(M4)⇐
⇐ (M4)ii > max {2Ri(M3), 2Ri(M4)}

We first show that we always have Ri(M3) ≥ Ri(M4). By taking into account
the relations Qi

jk = Qi
kj = 0, Qi

ij = −Qi
jj , j �= i �= k �= j and expanding it is

easy to see that

Ri(M3) = − 1
pi

2N∑
j=1

pj

{
A
−2(1+1/k)
j σjKjGjQ

j
ii+

(AjAi)
−(1+1/k)

σiKjGjQ
i
jj

}
=

= −
2N∑
j=1
j �=i

pj
p


A
−2(1+1/k)
j σjKjGjQ

j
ii︸ ︷︷ ︸

(I)

+

(AjAi)
−(1+1/k)

σiKjGjQ
i
jj︸ ︷︷ ︸

(II)


−2pip A

−2(1+1/k)
i σiKiGiQ

i
ii

where without loss of generality we choose pi = p, 2N + 1 ≤ i ≤ 4N .We also
have

Ri(M4) =
∑
j �=i


A
−2(1+1/k)
j σ2

jKjQ
j
iiQ

j
jj︸ ︷︷ ︸

(I)

+

(AiAj)
−(1+1/k)

σiσjKjQ
i
jjQ

j
jj︸ ︷︷ ︸

(II)


By comparing the terms (I) and (II) in the last two equations we have:
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(I) : −pj
p A

−2(1+1/k)
j σjKjGjQ

j
ii ≥ A

−2(1+1/k)
j σ2

jKjQ
j
iiQ

j
jj

⇐ −pj
p σjGj ≥ σ2

jQ
j
jj ⇔ σj

(
σjQ

j
jj +

pj
p Gj

)
≤ 0

σj<0⇔ σjQ
j
jj +

pj
p Gj ≥ 0

(II) : −pj
p (AjAi)

−(1+1/k)
σiKjGjQ

i
jj ≥

≥ (AiAj)
−(1+1/k)

σiσjKjQ
i
jjQ

j
jj

⇐ −pj
p σiGj ≥ σiσjQ

j
jj ⇔ σi

(
σjQ

j
jj +

pj
p Gj

)
≤ 0

σi<0⇔ σjQ
j
jj +

pj
p Gj ≥ 0

Thus, the condition σjQ
j
jj +

pj
p Gj ≥ 0 guarantees that Ri(M3) ≥ Ri(M4)∀i.

Hence it suffices to show that (M4)ii > 2Ri(M3). The fact that σjQ
j
jj+

pj
p Gj ≥

0 is a direct conclusion of the results of procedure M1 −M2. For example, by
the last bound on k we have:

k > 2max
{
2
√

Θ1
ε , 16Θ1

9ε ,
(γdj)max

ε

}
p
pj

∣∣∣Qj
jj

∣∣∣
max

Y≤Θ1
k⇒

Gj≥ε
Gj > 2max

{
2max

{
Y
k ,

8Y
9

}
,
∣∣∣ (γdj)max

k

∣∣∣} p
pj

∣∣∣Qj
jj

∣∣∣
max

⇒ Gj >
{
Y
∣∣ 1
k +

8
9

∣∣+ ∣∣γdj
k

∣∣} p
pj

∣∣∣Qj
jj

∣∣∣
max

⇒ pj
p Gj > |σj |max

∣∣∣Qj
jj

∣∣∣
max

⇒ σjQ
j
jj +

pj
p Gj > 0

The fact that (M4)ii > 0 is guaranteed by Lemma 9. This lemma also guar-
antees that there is always a finite upper bound on the terms∣∣∣(M3)ij

∣∣∣ = ∣∣∣∣∣∑
l

A
−(1+1/k)
l σlA

−(1+1/k)
j KjGjQ

l
ij

∣∣∣∣∣
We have

(M4)ii > 2Ri(M3) = 2
2N∑
j=1

pj
p

∣∣∣(M3)ij
∣∣∣⇐

p > 4N
(M4)ii

max
j

{
pj

∣∣∣(M3)ij
∣∣∣} ,

2N + 1 ≤ i ≤ 4N, 1 ≤ j ≤ 2N

♦
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Summary. Conflict resolution is one the main tasks of Air Traffic Control. It con-
sists in issuing the proper instructions to aircraft in order to avoid loss of safe
separation between them and, at the same time, direct them to destination. Con-
flict resolution implies making decisions in the face of the considerable levels of
uncertainty which affect the motion of aircraft. In this contribution, we present a
framework for conflict resolution which allows to take into account such levels of
uncertainty through the use of a stochastic simulator. The conflict resolution task is
posed as the problem of optimising an expected value criterion. Optimisation of the
expected value resolution criterion is then carried out through an iterative proce-
dure which consists in proposing resolution instructions and in comparing them on
the basis of trajectories simulation. This iterative optimisation procedure takes the
form of a Monte Carlo Markov Chain (MCMC). Simulation examples inspired by
current Air Traffic Control practice in Terminal Maneuvering Area and Approach
Sectors illustrate the proposed conflict resolution strategy.

1 Introduction

In the current organisation of Air Traffic Management the centralised Air
Traffic Control (ATC) is in complete control of the air traffic and ultimately
responsible for safety. Before take off, aircraft receive flight plans which cover
the entire flight. During the flight, ATC sends additional instructions to them,
depending on the actual traffic, in order to improve traffic flow and avoid dan-
gerous encounters. The main objective of ATC is to maintain safe separation.
The level of accepted minimum safe separation can vary with the density of
the traffic and the region of airspace. For example, a largely accepted value for
horizontal minimum safe separation between two aircraft at the same altitude
is 5 nmi in general en-route airspace which is reduced to 3 nmi in approach
sectors for aircraft landing and departing. A conflict is defined as the situation
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of loss of minimum safe separation between two aircraft. If it is possible, ATC
tries also to fulfil the (possibly conflicting) requests of aircraft and airlines; for
example, desired paths to avoid turbulence or desired time of arrivals to meet
schedule. In order to improve performance of ATC, mainly in anticipation of
increasing levels of traffic, research effort has been spent in the last decade on
creating tools for conflict detection and resolution. A review of research work
in this area of ATC is presented in [15].

Uncertainty is introduced in air traffic by the action of the wind field,
incomplete knowledge of the physical coefficients of the aircraft and unavoid-
able imprecision in the execution of ATC instructions. In conflict detection
one has to evaluate the possibility of future conflict starting from the current
state of the airspace and taking into account uncertainty in the future posi-
tion of aircraft while they follow their flight plans. For this task, one needs
a model to predict the future. In a probabilistic setting, the model could be
either an empirical distribution of future position or a stochastic differential
equation that describes the aircraft motion and defines implicitly a distribu-
tion for future aircraft positions. On the basis of the prediction model one can
evaluate metrics related to safety. One example of a possible metric is conflict
probability over a certain time horizon. Several methods have been developed
to estimate different metrics related to safety for a number of prediction mod-
els, e.g [1, 12, 13, 18, 19]. Among other methods, Monte Carlo (MC) methods
have the main advantage of allowing flexibility in the complexity of the pre-
diction model since the model is used only as a simulator and, in principle,
it is not involved in explicit calculations. In all methods a trade off exists
between computational effort (simulation time in the case of MC methods)
and accuracy of the model. Techniques to accelerate MC methods especially
for rare event computations are under development, see e.g. [14].

In conflict resolution the objective is to calculate suitable maneuvers to
avoid a predicted conflict. A number of conflict resolution algorithms have
been proposed for a deterministic setting, for example [7, 11, 21]. In a sto-
chastic setting, the research effort has been concentrated mainly on conflict
detection, with only a few resolution strategies proposed. Simple conflict reso-
lution maneuvers in a stochastic setting have been considered in [18, 19]. The
main reason for this is the complexity of stochastic prediction models which,
even if it does not make it impossible to estimate conflict probability through
Monte Carlo methods, it makes the quantification of the effects of possible
control actions intractable.

In this contribution we present a Monte Carlo Markov Chain (MCMC)
framework [20] for conflict resolution in a stochastic setting. The interesting
point in this approach is that it extends the advantages of Monte Carlo tech-
niques, in terms of flexibility and complexity of the problems that can be
tackled, to conflict resolution. The approach is borrowed from Bayesian sta-
tistics [16, 17]. We will consider a resolution criterion that takes into account
separation and other factors (e.g. aircraft requests). Then, the MCMC opti-
misation procedure of [16] is employed to estimate the resolution maneuver
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that optimises the expected value criterion. The proposed approach is illus-
trated in simulation on some realistic benchmarks inspired by current ATC
practice. These benchmarks have been implemented in an air traffic simulator
developed in previous work [8, 9, 10].

This contribution is organised as follows. In Section 2 we introduce our
formulation of the conflict resolution problem. The MCMC optimisation pro-
cedure that we adopt to solve the problem is described in Section 3. The
remaining sections are devoted to give an illustration of the approach. Section
4 introduces to ATC in Terminal Maneuvering Area and Approach Sectors.
The use of our conflict resolution procedure in some typical situations in these
sectors is illustrated in Section 5. Section 6 contains conclusions and future
objectives.

2 Conflict resolution with an expected value criterion

In our approach we formulate conflict resolution as a constrained optimisation
problem. Given a set of aircraft involved in a conflict, the conflict resolution
maneuver is determined by a parameter ω which defines the nominal paths of
the aircraft The actual execution of the maneuver is affected by uncertainty.
Therefore, the sequence of actual positions of the aircraft (for example: the
sequence of positions every 6 seconds which is a typical time interval between
two successive radar sweeps) during the resolution maneuver is, a-priori of its
execution, a random variable, denoted by X. A conflict is defined as the event
that the positions of two aircraft during the execution of the maneuver get
too close. The objective is to select ω in order to maximise the expected value
of some measure of performance associated to the execution of the resolution
maneuver while ensuring a small probability of conflict. In this section we
introduce the formulation of the problem in a general fashion.

Let X be a random variable whose distribution depends on some para-
meter ω. The distribution of X is denoted by pω(x) with x ∈ X. The set
of all possible values of ω is denoted by Ω. We assume that a constraint on
the random variable X is given in terms of a feasible set Xf ⊆ X. We say
that a realisation x, of random variable X, violates the constraint if x �∈ Xf .
Moreover, we assume that for a realisation x ∈ Xf some definition of perfor-
mance of x is given. In general performance can depend also on the value of ω,
therefore performance is measured by a function perf(·, ·) : Ω ×Xf → (0, 1].
The probability of satisfying the constraint is denoted by P(ω)

P(ω) =
∫
x∈Xf

pω(x)dx .

The probability of violating the constraint is denoted by P̄(ω) = 1 − P(ω).
The expected performance for a given ω ∈ Ω is denoted by Perf(ω), where

Perf(ω) =
∫
x∈Xf

perf(ω, x)pω(x)dx .
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Ideally one would like to select ω to maximise the performance, subject to a
bound on the probability of constraint satisfaction. Given a bound P̄ ∈ [0, 1],
this corresponds to solving the constrained optimisation problem

Perfmax |P̄ = sup
ω∈Ω

Perf(ω) (1)

subject to P̄(ω) < P̄. (2)

Clearly, for feasibility we must assume that there exists ω ∈ Ω such that
P̄(ω) < P̄, or, equivalently,

P̄min = inf
ω∈Ω

P̄(ω) < P̄.

This optimisation problem is generally difficult to solve, or even to approxi-
mate by randomised methods. Here we approximate this problem by an op-
timisation problem with penalty terms. We show that with a proper choice
of the penalty term we can enforce the desired maximum bound on the prob-
ability of violating the constraint, provided that such a bound is feasible, at
the price of sub-optimality in the resulting expected performance.

Let us introduce the function u(ω, x) defined as

u(ω, x) =

 perf(ω, x) + Λ x ∈ Xf

1 x �∈ Xf ,

where Λ > 1. The parameter Λ represents a reward for constraint satisfaction.
The expected value of u(ω, x) is given by

U(ω) =
∫
x∈X

u(ω, x)pω(x)dx ω ∈ Ω .

Instead of the constrained optimisation problem (1)–(2) we solve the uncon-
strained optimisation problem:

Umax = sup
ω∈Ω

U(ω). (3)

Assume the supremum is attained and let ω̄ denote the optimum solution, i.e.
Umax = U(ω̄). The following proposition introduces bounds on the probability
of violating the constraints and the level of suboptimality of Perf(ω̄) over
Perfmax |P̄.

Proposition 1. The maximiser, ω̄, of U(ω) satisfies

P̄(ω̄) ≤ 1
Λ
+
(
1− 1

Λ

)
P̄min , (4)

Perf(ω̄) ≥ Perfmax |P̄ − (Λ− 1)(P̄− P̄min) . (5)
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Proof. The optimisation criterion U(ω) can be written in the form

U(ω) = Perf(ω) + Λ− (Λ− 1)P̄(ω) .

By the definition of ω̄ we have that U(ω̄) ≥ U(ω) for all ω ∈ Ω. We therefore
can write

Perf(ω̄) + Λ− (Λ− 1)P̄(ω̄) ≥ Perf(ω) + Λ− (Λ− 1)P̄(ω) ∀ω

which can be rewritten as

P̄(ω̄) ≤ Perf(ω̄)−Perf(ω)
Λ− 1

+ P̄(ω) ∀ω . (6)

Since 0 < perf(ω, x) ≤ 1, Perf(ω) satisfies

0 < Perf(ω) ≤ P (ω) . (7)

Therefore we can use (7) to obtain an upper bound on the right-hand side of
(6) from which we obtain

P̄(ω̄) ≤ 1
Λ
+
(
1− 1

Λ

)
P̄(ω) ∀ω ∈ Ω.

We eventually obtain (4) by taking a minimum to eliminate the quantifier on
the right-hand side of the above inequality.

In order to obtain (5) we proceed as follows. By definition of ω̄ we have
that U(ω̄) ≥ U(ω) for all ω ∈ Ω. In particular, we know that

Perf(ω̄) ≥ Perf(ω)− (Λ− 1)
[
P̄(ω)− P̄(ω̄)

]
∀ω : P̄(ω) ≤ P̄ .

Taking a lower bound of the right-hand side, we obtain

Perf(ω̄) ≥ Perf(ω)− (Λ− 1)
[
P̄− P̄min

]
∀ω : P̄(ω) ≤ P̄ .

Taking the maximum and eliminating the quantifier on the right-hand side
we obtain the desired inequality.

Proposition 1 suggests a method for choosing Λ to ensure that the solution ω̄
of the optimisation problem will satisfy P̄(ω̄) ≤ P̄. In particular it suffices to
know P̄(ω) for some ω ∈ Ω with P̄(ω) < P̄ to obtain a bound. If there exists
ω ∈ Ω for which P̂ = P̄(ω) is known, then any

Λ ≥ 1− P̂

P̄− P̂

ensures that P̄(ω̄) ≤ P̄. If we know that there exists a parameter ω ∈ Ω
for which the constraints are satisfied almost surely, a tighter (and potentially
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more useful) bound can be obtained. If there exists ω ∈ Ω such that P̄(ω) = 0,
then any

Λ ≥ 1
P̄

(8)

ensures that P̄(ω̄) ≤ P̄. Clearly to minimise the gap between the optimal
performance and the performance of ω̄ we need to select Λ as small as possi-
ble. Therefore the optimal choices of Λ that ensure the bounds on constraint

satisfaction and minimise the suboptimality of the solution are Λ = 1− ˆP
P̄− ˆP

and

Λ = 1
P̄
respectively.

3 Monte Carlo Optimisation

In this section we recall a simulation-based procedure, to find approximate
optimisers of U(ω). The only requirement for applicability of the procedure is
to be able to obtain realisations of the random variable X with distribution
pω(x) and to evaluate u(ω, x) pointwise. This optimisation procedure is in
fact a general procedure for the optimisation of expected value criteria. It has
been originally proposed in the Bayesian statistics literature [16].

The optimisation strategy relies on extractions of a random variable Ω
whose distribution has modes which coincide with the optimal points of U(ω).
These extractions are obtained through Monte Carlo Markov Chain (MCMC)
simulation [20]. The problem of optimising the expected criterion is then re-
formulated as the problem of estimating the optimal points from extractions
concentrated around them. In the optimisation procedure, there exists a tun-
able trade-off between estimation accuracy of the optimiser and computational
effort. In particular, the distribution of Ω is proportional to U(ω)J where J
is a positive integer which allows the user to increase the “peakedness” of the
distribution and concentrate the extractions around the modes at the price
of an increased computational load. If the tunable parameter J is increased
during the optimisation procedure, this approach can be seen as the counter-
part of Simulated Annealing for a stochastic setting. Simulated Annealing is
a randomised optimisation strategy developed to find tractable approximate
solutions to complex deterministic combinatorial optimisation problems, [22].
A formal parallel between these two strategies has been derived in [17].

The MCMC optimisation procedure can be described as follows. Consider
a stochastic model formed by a random variable Ω, whose distribution has
not been defined yet, and J conditionally independent replicas of random
variable X with distribution pΩ(x). Let us denote by h(ω, x1, x2, . . . , xJ ) the
joint distribution of (Ω,X1,X2,X3, . . . , XJ ). It is straightforward to see that
if

h(ω, x1, x2, . . . , xJ ) ∝
∏
j

u(ω, xj)pω(xj) (9)
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then the marginal distribution of Ω, also denoted by h(ω) for simplicity, sat-
isfies

h(ω) ∝
[∫

u(ω, x)pω(x)dx
]J

= U(ω)J . (10)

This means that if we can extract realisations of (Ω,X1,X2,X3, . . . , XJ ) then
the extracted Ω’s will be concentrated around the optimal points of U(Ω) for
a sufficiently high J . These extractions can be used to find an approximate
solution to the optimisation of U(ω).

Realisations of the random variables (Ω,X1,X2,X3, . . . , XJ ), with the de-
sired joint probability density given by (9), can be obtained through Monte
Carlo Markov Chain simulation. The algorithm is presented below. In the al-
gorithm, g(ω) is known as the instrumental (or proposal) distribution and is
freely chosen by the user; the only requirement is that g(ω) covers the support
of h(ω).

MCMC Algorithm
Given ω(k), xj(k), j = 1, . . . , J realisations of random variable X(k) with
distribution pω(k)(x), and uJ(k) =

∏J
j=1 u(ω(k), xj(k)) :

1 Extract
Ω̃ ∼ g(ω)

2 Extract
X̃j ∼ pΩ̃(x) j = 1, . . . , J

and calculate
ŨJ =

∏
j

u(Ω̃, X̃j)

3 Extract the new state of the chain as

[Ω(k+1), UJ(k+1)] =

 [Ω̃, ŨJ ] with prob. ρ(ω(k), uJ (k), Ω̃, ŨJ )

[ω(k), uJ(k)] with prob. 1− ρ(ω(k), uJ (k), Ω̃, ŨJ )

where

ρ(ω, uJ , ω̃, ũJ ) = min
{
1,

ũJ
uJ

g(ω)
g(ω̃)

}
This algorithm is a formulation of the Metropolis-Hastings algorithm for a
desired distribution given by h(ω, x1, x2, . . . , xJ ) and proposal distribution
given by

g(ω)
∏
j

pω(xj) .

In this case, the acceptance probability for the standard Metropolis-Hastings
algorithm is

h(ω̃, x̃1, x̃2, . . . , x̃J )
h(ω, x1, x2, . . . , xJ )

g(ω)
∏

j pω(xj)
g(ω̃)

∏
j pω(x̃j)

.
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By inserting (9) in the above expression one obtains ρ(ω, uJ , ω̃, ũJ ). Under
minimal assumptions, the Markov Chain Ω(k) is uniformly ergodic with sta-
tionary distribution h(ω) given by (10). Results that characterise the conver-
gence rate to the stationary distribution can be found for example in [20].

A general guideline to obtain faster convergence is to concentrate the
search distribution g(ω) where U(ω) assumes nearly optimal values. The al-
gorithm represents a trade-off between computational effort and the “peaked-
ness” of the target distribution. This trade-off is tuned by the parameter J
which is the power of the target distribution and also the number of extrac-
tions of X at each step of the chain. Increasing J concentrates the distribution
more around the optimisers of U(ω), but also increases the number of simu-
lations one needs to perform at each step. Obviously if the peaks of U(ω) are
already quite sharp, this implies some advantages in terms of computation,
since there is no need to increase further the peakedness of the criterion by
running more simulations. For the specific U(ω) proposed in the previous sec-
tion, a trade-off exists between its peakedness and the parameter Λ, which is
related to probability of constraint violation. In particular, the greater Λ is
the less peaked the criterion U(ω) becomes, because the relative variation of
u(ω, x) is reduced, and therefore more computational effort is required for the
optimisation of U(ω).

4 Air Traffic Control in Terminal Maneuvering Area and
Approach Sectors

Terminal Maneuvering Area (TMA) and Approach Sectors are perhaps the
most difficult areas for ATC. The management of traffic, in this case, includes
tasks such as determining landing sequences, issuing of “vector” maneuvers
to avoid collisions, holding the aircraft in “stacks” in case of congested traffic,
etc. Here, we give a schematic representation of the problem as described in
[2, 6].

During most of the flight, aircraft stay at cruising altitudes, above 30000
ft. In the current organisation, the traffic at these altitudes has an en-route
structure, which facilitates the action of ATC. Aircraft follow prespecified
corridors at different flight levels. Flight levels are given in 3 digit numbers,
representing hundreds of feet; for example, the altitude of 30000 ft is denoted
by FL300.

Towards the end of the flight, aircraft enter TMA where ATC guides them
from cruising altitudes to the entry points of the Approach Sector, which are
typically between FL50 and FL150. Ideally, aircraft should enter the Approach
Sector in a sequence properly spaced in time. The controllers of the Approach
Sector are then responsible for guiding the aircraft towards the proper runway.
The tasks of ATC in the Approach Sectors include:

1) Maintain safe separation between aircraft. This is the most important
requirement for safety, in any sector and during all parts of the flight. Aircraft
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Fig. 1. Schematic representation of approach maneuver

must always maintain a minimum level of separation. A conflict between two
aircraft is defined as the situation of loss of minimum safe separation between
them. Safe separation is defined by a protected zone centred around each
aircraft. The level of accepted minimum separation can vary with the density
of the traffic and the region of the airspace. A largely accepted shape of the
protected zone is defined by a vertical cylinder, centred on the aircraft with
having radius 5 nmi and height 2000 ft, so that aircraft which do not have 5
nmi of horizontal separation must have 1000 ft of vertical separation.

2) Descend aircraft from entry altitude to intercept localiser. Once aircraft
have entered the Approach Sector, ATC must guide them from the entry alti-
tude (FL50 to FL150) to FL15. This is the altitude at which they can intercept
the localiser, i.e. the radio beacons which will guide them onto the runway.
The point at which the aircraft will actually start the descent towards the
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runway is an important variable which has to be carefully chosen since it can
affect the rest of the maneuver and the coordination with other aircraft. The
reason is that aircraft fly following prespecified speed profiles which depend
on the altitude; they fly faster at high altitudes and slower at low altitudes.
This implies that aircraft, flying at lower altitudes, are slower in joining the
landing queue.

3) Sequence aircraft towards the runway. The air traffic controllers must
direct the aircraft towards the runway in a properly spaced queue. This is done
by adjusting the waypoints (corners) of a standard approach route (STAR)
— see Figure 1. Typically the route is composed of four legs. During their
descent, aircraft are first aligned, on one of the two sides of the runway, in
the direction of the runway but with opposite heading. This leg is called the
left/right downwind leg, since aircraft are expected to land against the wind.
Aircraft then perform a turn of approximately 90◦, to approach the localiser.
This second segment is called the base leg. Aircraft perform an additional turn
in order to intercept the plane of the localiser with an angle of incidence of
approximately 30◦. The reason is that 30◦ is a suitable angle for pilots to
perform the final turn in the direction of the runway as soon as possible when
the localiser has been intercepted. It is required that aircraft intercept the
localiser plane at least 5 nmi from the beginning of the runway and at an
altitude of 1000− 1500 ft, so that they can follow a 3◦ − 5◦ glide path to the
runway.

This approach geometry (which is referred to as the “trombone” manoeu-
vre) is advantageous to air traffic controllers as it allows them great flexibility
in spacing aircraft by adjusting the length of the downwind leg.

5 Simulation examples

In earlier work we developed an air traffic simulator that simulates adequately
the behaviour of a set of aircraft from the point of view of ATC [8, 9, 10].

The simulator implements realistic models of current commercial aircraft
described in the Base of Aircraft Data (BADA) [5]. The simulator contains
also realistic stochastic models of the wind disturbance [3]. The aircraft models
contain continuous dynamics, arising from the physical motion of the aircraft,
discrete dynamics, arising from the logic embedded in the Flight Management
System, and stochastic dynamics, arising from the effect of the wind and
incomplete knowledge of physical parameters (for example, the aircraft mass,
which depends on fuel, cargo and number of passengers). The simulator has
been coded in Java and can be used in different operation modes either to
generate accurate data, for validation of the performance of conflict detection
and resolution algorithm, or to run faster simulations of simplified models.
The nominal path for each aircraft is entered in the simulator as a sequence
of way-points. The actual trajectories of the aircraft are then a perturbed
version of the nominal path, depending on the particular realizations of wind
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Fig. 2. Several trajectory realisations of aircraft descent

disturbances and uncertain parameters. The reader is referred to [9, 10] for
a more detailed description of the simulator. The simulator has been used to
produce the simulation examples presented in this section.

5.1 Sequencing aircraft in Terminal Maneuvering Area

We consider the problem of sequencing two aircraft. This is a typical task
of ATC in TMA where aircraft descend from cruising altitude and need to
be sequenced and separated by a certain time interval before entering in the
final Approach Sector. In Figure 2 several possible trajectory realisations of
a descending aircraft corresponding to the same nominal path are displayed.
In this figure, the aircraft descends from 35000 ft to 10000 ft. In addition to
stochastic wind terms, uncertainty about the mass of the aircraft is introduced
as an uniform distribution between two extreme values. The figure suggests
that the resulting uncertainty in the position of aircraft is of the order of
magnitude of some kilometres.

We consider the problem of sequencing two descending aircraft as il-
lustrated in Figure 3-(a). The initial position of the first aircraft (A1) is
[−100000 100000] (where coordinates are expressed in meters) and altitude
35000 ft. The path of this aircraft is fixed. This aircraft proceeds to way-
point [−90000 90000] where it will start a descent to 15000 ft. The trajectory
of A1, while descending, is determined by an intermediate waypoint in [0 0]
and a final waypoint in [100000 0], where the aircraft is assumed to exit the
sector and enter the approach sector. The second aircraft (A2) is initially at
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(a) Nominal paths: A1 (bold) and A2 (thin) (b) 2000 accepted states, J = 10
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(c) 1000 accepted states, J = 50 (d) 1000 accepted states, J = 100

Fig. 3. Accepted states during MCMC simulation

[−100000 −100000] and altitude 35000 ft. This aircraft proceeds to waypoint
[−90000 −90000] where it will start the descent to 15000 ft. The intermediate
waypoint ω = [ω1 ω2] must be selected in the range ω1 , ω2 ∈ [−90000 90000].
The aircraft will then proceed to waypoint [90000 0] and then to the exit
waypoint [100000 0].

We assume that the objective is to obtain a time separation of 300 sec
between the arrivals of the two aircraft at the final waypoint. Performance in
this sense is measured by perf = e−a·(|T1−T2|−300) where T1 and T2 are the
arrival times at the final waypoint and a = 5 · 10−3. The constraint is that
the trajectory of the two aircraft should not be conflicting. Let us recall that
a conflict is defined as the situation of loss of minimum safe separation. Safe
separation is defined by a protected zone centred around each aircraft having
radius 5 nmi and height 2000 ft. We optimise initially with an upper bound on
probability of constraint violation given by P̄ = 0.1. It is easy to see that there
exists a maneuver in the set of optimisation parameters that gives negligible
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conflict probability. Therefore, based on inequality (8), we select Λ = 10 in
the optimisation criterion.

The results of the optimisation procedure are illustrated in Figures 3-(b-d).
Each figure shows the scatter plot of the accepted parameters during MCMC
simulation for different choices of J and search distribution g. In all cases the
first 10% of accepted parameters was discarded as a burn in period to allow
convergence of the chain to its stationary distribution. For each case we give
also the ratio between accepted and proposed states during MCMC simula-
tion. Figure 3.(b) illustrates the case J = 10. In this case the proposal distri-
bution g was uniform over the parameter space. The ratio accepted/proposed
states was 0.27. Regions characterised by a low density of accepted parameters
can be clearly seen in the figure. These are parameters which correspond to
nominal paths with high probability of conflict. The figure also shows distinct
“clouds” of accepted maneuvers. They correspond to different sequences of
arrivals at the exit point: either A1 arrives before before A2 (top left and
bottom right clouds) or A1 arrives after A2 (middle cloud). Figure 3.(c) illus-
trates the case J = 50. In this case the proposal distribution g was a sum of
2000 Gaussian distributions N(µ, σ2I) with variance σ2 = 107 m2. The means
of Gaussian distributions were 2000 parameters randomly chosen from those
accepted in the MCMC simulation for J = 10. The choice of this proposal
distribution gives clear computational advantages since less computational
time is spent searching over regions of non optimal parameters. In this case
the ratio accepted/proposed states was 0.34. Figure 3.(d) illustrates the case
J = 100 and proposal distribution constructed as before from states accepted
for J = 50. Here the ratio accepted/proposed states was 0.3. Figure 3.(d)
indicates that a nearly optimal maneuver is ω1 = −40000 and ω2 = 40000.
The probability of conflict for this maneuver, estimated by 1000 Monte-Carlo
runs, was zero. The estimated expected time separation between arrivals was
283 sec.

5.2 Optimisation of an approach maneuver

In this section, we optimise an approach maneuver with coordination between
two aircraft. In Figure 4 several trajectory realisations, of an aircraft perform-
ing the approach maneuver described in Section 4, are displayed. Here, the
aircraft is initially at 10000 ft and descends to 1500 ft during the approach.
Uncertainty in the trajectory is due to the action of the wind and randomness
in the aircraft’ mass. In the final leg a function that emulates the localiser
and so eliminates cross-track error is implemented.

The problem is illustrated in Figure 5-(a). We consider Aircraft One (A1)
and Aircraft Two (A2) approaching the runway. The glide path towards the
runway starts at the origin of the reference frame and coordinates are ex-
pressed in meters. The aircraft are initially in level flight. The parameters of
the approach maneuver are the distance, from initial position, of the start of
the final descent (ω1) and the length of the downwind leg (ω2).
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Fig. 4. Several trajectory realisations of aircraft descent

The initial position of A1 is [0 50000] and altitude 10000 ft. The approach
maneuver of this aircraft is fixed to ω̄1 = 30000 and ω̄2 = 50000. The initial
position of A2 is [0 50000] and altitude 10000 ft. The parameters of its ap-
proach maneuver will be selected using the optimisation algorithm. The range
of the optimisation parameters is ω2 ∈ [35000, 60000] and ω1 ∈ [0, ω2].

We assume that the performance of the approach maneuver is measured
by the arrival time of A2 at the start of the glide path (T2). The measure of
performance is given by perf = e−a·T2 with a = 5 · 10−4. The constraint is
that the trajectory of A2 is not in conflict with the trajectory of A1. Aircraft
2 must also reach the altitude of 1500 ft before the start of the glide path. We
optimise initially with an upper bound on probability of constraint violation
given by P̄ = 0.1. Since there exists a maneuver in the set of optimisation
parameters that gives negligible conflict probability, we select Λ = 10 in the
optimisation criterion according to inequality (8).

The results of the optimisation procedure are illustrated in Figures 5-(b-
d) for different values of J and proposal distribution g. Each figure shows
the scatter plot of the accepted parameters during MCMC simulation. In
all cases the first 10% of accepted parameters was discarded as a burn in
period to allow convergence of the chain to its stationary distribution. Figure
5-(b) illustrates the case J = 10 and proposal distribution g uniform over
the parameter space. In this case, the ratio between accepted and proposed
parameters during MCMC simulation was 0.23. A region characterised by a
low density of accepted parameters can be clearly seen in the figure. These
are parameters which correspond to a conflicting maneuver where the aircraft
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(a) Nominal paths: A1 (bold) and A2 (thin) (b) 2000 accepted states, J = 10
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Fig. 5. Accepted states during MCMC simulation

are performing an almost symmetrical approach. The figure also shows two
distinct “clouds” of accepted maneuvers. They correspond to a discrete choice
that the air traffic controller has to make: either land A2 before A1 (bottom
right cloud) or land A1 before A2 (top left cloud). Figure 5-(c) illustrates the
case J = 50. In this case the proposal distribution g was a sum of 100 Gaussian
distributions N(µ, σ2I) with variance σ2 = 105 m2. The means of Gaussian
distributions were 100 parameters chosen from those accepted in the MCMC
simulation for J = 10. In this case the ratio between accepted and proposed
parameters was 0.25. Figure 5-(d) illustrates the case J = 100 and proposal
distribution constructed as before from states accepted for J = 50. In this
case the ratio between accepted and proposed parameters was 0.3. Figure 5-
(d) indicates that a nearly optimal maneuver is ω1 = 35000 and ω2 = 35000.
The probability of conflict for this maneuver, estimated by 1000 Monte-Carlo
runs, was zero.
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6 Conclusions

In this paper we illustrated our current approach to air traffic conflict reso-
lution in a stochastic setting based on the use of Monte Carlo methods. The
main motivation for our approach is to enable the use of realistic stochas-
tic hybrid models of aircraft flight; Monte Carlo methods appear to be the
only ones that allow such models. We have formulated conflict resolution as
the optimisation of an expected value criterion with probabilistic constraints.
Here, a penalty formulation of the problem has been considered which guar-
antees constraint satisfaction but delivers a suboptimal solution. A side effect
of the optimisation procedure is that structural differences between maneu-
vers are highlighted as “clouds” of maneuvers accepted by the algorithm. We
presented the application of this method to two realist scenarios inspired by
manoeuvring in the terminal area and final approach respectively. The solu-
tions proposed by our algorithm were tested by Monte-Carlo simulation of a
detailed aircraft and weather model. The solutions proposed by the algorithm
gave very good performance in terms of post-resolution conflicts.

Our current research is concerned with overcoming the sub optimality im-
posed by the need to provide constraint satisfaction guarantees. A possible
way is to use the Monte Carlo Markov Chain procedure presented in Section
3 to obtain optimization parameters that satisfy the constraint and then to
optimise over this set in a successive step. We are also working on sequen-
tial Monte-Carlo implementations of the optimisation algorithm [4]. This will
allow considerable computational savings, since it will enable the re-use of
simulations from one step of the procedure to the next. Finally, we are con-
tinuing to work on modelling and implementation in the simulator of typical
ATC situation with a realistic parameterisation of control actions and control
objectives.
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Summary. This article focuses on branching particle interpretations of rare events.
We connect importance sampling techniques with interacting particle algorithms,
and multi-splitting branching models. These Monte Carlo methods are illustrated
with a variety of examples arising in particle trapping analysis, as well as in ruin
type estimation problems. We also provide a rather detailed presentation of the
asymptotic theory of these particle algorithms, including exponential extinction
probabilities, Lp-mean error bounds, central limit theorem, and fluctuation variance
comparaisons.

1 Introduction

The study of rare events is an important and very active area in a variety
of scientific disciplines. In particle physics, rare event problems are often re-
lated to the estimation of non absorption probabilities of a particle evolving in
a trapping medium. These quantities are also connected to the estimation of
the Lyapunov exponent of Schrödinger type operators. In engineering sciences,
these rare event problems arise in the analysis and prediction of major risks,
as such earthquakes, floods, air collision risks, nuclear radiation dispersions.
Studying major risks can undertaken utilising two main approaches, the statis-
tical analysis of collected data and the probabilistic modelling of the processes
leading to the incident. The statistical analysis of extreme values often needs
an extended observation period, due to the very low occurrence probability
of rare events. They are often based on the standard extreme value distrib-
utions, like the Gumbel, the Fréchet and the Weibull laws (see for instance
[11, 7], and references therein). The probabilistic approach firstly consists in
modelling the randomness of the underlying system, and secondly in using
some mathematical, or simulation tools, to obtain an accurate estimate.

The use of analytical, and numerical approaches are often based on simpli-
fied, and ad hoc assumptions. On the other hand, the Monte Carlo simulation
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is a practical alternative when the analysis calls for fewer simplifying assump-
tions. Nevertheless, obtaining accurate estimates of rare event probabilities,
say about 10−9 to 10−12 , using traditional techniques really requires a huge
amount of computing time.

Many techniques for reducing the number of trials in Monte Carlo simu-
lation have been proposed, the more promising are based on importance sam-
pling. Importance sampling consists in modifying the underlying probability
distribution in such a way that rare events occur much more frequently. To
use importance sampling, we need to have a deep knowledge of the system
under study; and even in such a case, importance sampling may not reduce
the number of trials. In addition, for large time scale problems, the impor-
tance weightings are also degenerate with respect to the time parameter. This
degeneration reduces considerably the performance and the accuracy of the
Monte Carlo approximation.

An alternative way to increase the relative number of visits to the rare
event, is to use interactive evolution models and trajectory splitting tech-
niques. These two approaches are based on the fact that there exist some
physical potential functions reflecting the rare event regime, or there exist
some intermediate levels that are visited much more often than the rare level.
These intermediate events act as gateways to reach the desired rare level set.
Particle methodologies were first introduced as heuristic algorithms in the be-
ginning of the 1950’s, in biology by M.N. Rosenbluth and A. W. Rosenbluth
[12] for macromolecular simulations, as well as in physics with the article
of T.E. Harris and H. Kahn [8] for particle transmission simulations. Since
this period, the range of applications of these interactive particle ideas have
increased, revealing unexpected connections between a variety of domains, in-
cluding signal processing, financial mathematics, particle physics, biology and
engineering sciences. The application in rare event simulation was firstly intro-
duced in [1] and shortly after has been adapted to the hybrid systems [9]. For
a detailed description of these applications models, and a precise mathema-
tical analysis of these particle methods, the reader is referred to the research
monograph [2], and references therein.

In the present review article, we focus on branching particle interpreta-
tions of rare events. A short description of the paper is as follows. Section 2
sets out a brief description of different types of branching particle methodo-
logies. We connect importance sampling techniques with interacting particle
algorithms, and multi-splitting branching models. We illustrate these Monte
Carlo methods with a variety of examples arising in particle trapping analy-
sis, as well as in ruin type estimation problems. Finally, we end this section
with a description of a more refined interacting particle analysis of rare event
probabilities based on multi-level decompositions of the state-space regions.
The capture of the behavior of the Markov chain between each level needs
the introduction of the random excursions models. This is provided by the
Section 3, in which Markov chain models in abstract path are briefly intro-
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duced. The law of the excursions in the rare regime are described by functional
representations which belong to the class of Feynman-Kac formulas.

Section 4 describes the Feynman-Kac models which are at the corner of
diverses disciplines. The Feynman-Kac models, in general nonhomogeneous
state spaces, are built with two ingredients: A Markov chain associated with
a reference probability measure, and a sequence of potential functions. From
the pure mathematical point of view, they correspond to a change of proba-
bility on path space associated with a given sequence of potential functions.
From the point of view of physics, they represent for instance the path dis-
tribution of a single particle evolving in absorbing and disordered media (see
for instance [13]). In this interpretation, the potential function represents a
“killing or creation” rate related to the absorbing nature of the medium. In
engineering sciences the use of Feynman-Kac models is of course not res-
tricted to rare event modelling and analysis. They are commonly used in non
linear filtering to represent the conditional distribution of a given random
signal with respect to a sequence of noisy observations delivered by some sen-
sors. Different physical interpretations of the Feynman-Kac models are also
provided in this section. These models have natural particle interpretations
in terms of genealogical tree-based evolutions. The Section 5 is devoted to
particle interpretations of Feynman-Kac models. These particle models can
be sought in many different ways depending on the application we have in
mind. For the analysis of rare events, we have chosen to describe these mo-
dels as an abstract stochastic linearization technique for solving nonlinear and
measure-valued equations. The basic idea is to associate to a given nonlinear
dynamical structure, a sequence of N Markov processes, in such a way that
the N -empirical measures of the configurations converge, as N → ∞ , to the
desired distribution. The parameter N represents the precision parameter,
as well as the size of the systems. In some sense, these particle models can
be regarded as a new approximation simulation technique. All these particle
models are built on the same paradigm: When exploring a state space with
many particles, we duplicate better fitted individuals at the expense of having
light particles with poor fitness die.

Finally, Section 6 is concerned with the asymptotic behavior of the par-
ticle methods when the size of the systems tends to infinity. We provide a
rather detailed presentation of the asymptotic theory, including exponential
extinction probabilities, Lp-mean error bounds, central limit theorem, and
fluctuation variance comparaisons between these particles algorithms.

2 Branching Particle Methodologies

This section sets out a brief description of four different types of branching
particle methodologies and an interacting particle algorithms for estimating
rare events. The first concerns an original genetic type interpretation of im-
portance sampling representations of rare event probabilities. The second one
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is concerned with a class of rare event problems arising in physics, and more
particularly in nuclear engineering. We design an interacting particle interpre-
tation for the evolution of a Markov chain in an absorbing medium. Special
attention is paid to the study of the genealogical structure of these interac-
ting jump particle models. We also connect these trapping problems with the
estimation of the Lyapunov exponent of a Schrödinger type semigroup. The
third and fourth are devoted respectively to an elementary Bernoulli branch-
ing method, and to a more sophisticated branching splitting variant.

2.1 Importance Sampling Branching Models

Let Xn be a Markov chain with transition probabilities Mn(xn−1, dxn) =
P(Xn ∈ dxn|Xn−1 = xn−1) . Suppose we want to estimate the probability
P(A) , that Xn reaches some rare region A of the state space. To fix the ideas,
we can think of a simple random walk starting at X0 = 0 and evolving to the
right with a small probability

P(Xn = Xn−1 + 1) = p = 1− P(Xn = Xn−1 − 1) < 1/2 . (1)

In this situation for large values of M , the probabilities P(Xn ≥ M) are ex-
tremely small. As we mentioned in the introduction, the importance sampling
methodology consists in changing the whole distribution of the chain Xn so
that to deal with a new random process X ′n which is “attracted” by the rare
event. If we let M ′

n(xn−1, dxn) be the Markov transitions of X ′n , and assum-
ing that Mn and M ′

n are mutually absolutely continuous, then we have the
rare event probability representation.

P(Xn ∈ A) = E

(
1A(X ′n)

n∏
k=1

Gk(X ′k−1,X
′
k)

)
, (2)

with

Gk(X ′k−1,X
′
k) =

dMk(X ′k−1, ·)
dMk(X ′k−1, ·)

(X ′k) ,

and for any bounded function f

E(f(Xn)|Xn ∈ A) =
E
(
f(X ′n)1A(X

′
n)
∏n

k=1 Gk(X ′k−1,X
′
k)
)

E
(
1A(X ′n)

∏n
k=1 Gk(X ′k−1,X

′
k)
) .

In the simple random walk example, we can exchange the role of p and q =
1−p. In this case, X ′n tends to move to the right, and the change of probability
formula (2) holds true withGk(x, x+1) = p/q < 1 andGk(x, x−1) = q/p > 1 .

The importance sampling method consists in evolving N independent
copies X

′i of X ′ , and taking the weighted Monte Carlo estimates
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1
N

N∑
i=1

1A(X
′i
n )

[
n∏

k=1

Gk(X
′i
k−1,X

′i
k )

]
−−−−→
N→∞

P(Xn ∈ A)

N∑
i=1

f(X
′i
n )

1A(X
′i
n )

∏n
k=1 Gk(X

′i
k−1,X

′i
k )∑N

j=1 1A(X
′j
n )

∏n
k=1 Gk(X

′j
k−1,X

′j
k )

−−−−→
N→∞

E(f(Xn)|Xn ∈ A) .

This Monte Carlo method works rather well when the so-called twisted
process X ′n is well identified and the time parameter n is not too large, but it
cannot be interpreted in any way as a simulation methodology of the process
in the rare event regime. A complementary methodology is to interpret, at
each stage, the local Radon-Nikodym potential functions Gn as birth rates.
These favour the particle transitions X ′n−1 → X ′n moving too slowly towards
the rare level set. The corresponding algorithm consists in evolvingN -particles
according to a genetic type mutation/selection method:

(X̂
′i
n−2)1≤i≤N

Mutat.−−−−→ (X
′i
n−1)1≤i≤N

Select.−−−−→ (X̂
′i
n−1)1≤i≤N

Mutat.−−−−→ (X
′i
n )1≤i≤N .

• During the selection mechanism, we examine the potential value of each
past transition (X̂

′i
n−2,X

′i
n−1)1≤i≤N and we select randomly N states X̂

′i
n−1

according to the discrete distribution

N∑
i=1

Gn−1(X̂
′i
n−2,X

′i
n−1)∑N

j=1 Gn−1(X̂
′j
n−2,X

′j
n−1)

δX′i
n−1

.

• During the mutation mechanism, we simply evolve each selected particle
X̂

′i
n−1 with a random elementary transition X̂

′i
n−1 � X

′i
n ∼M ′

n(X̂
′i
n−1, ·) .

The particle approximation models are now given by the occupation measures:

1|INn |>0 ×
1
|INn |

∑
i∈INn

f(X̂
′i
n ) −−−−→

N→∞
E(f(Xn)|Xn ∈ A) ,

and the product formula

|INn |
N

[
n∏

k=1

1
N

N∑
i=1

Gk(X̂
′i
k−1,X

′i
k )

]
−−−−→
N→∞

P(Xn ∈ A) ,

where |INn | represents the cardinality of the set of indices of the particles
having succeeded to enter in A at time n . Furthermore, if we trace back the
complete genealogy of the particles having succeeded to reach the level A at
time n , then we have for any test function fn on the path space

1|INn |>0 ×
1
|INn |

∑
i∈INn

fn(X̂
′i
0,n, · · · , X̂

′i
n,n) −−−−→

N→∞
E(fn(X0, · · · ,Xn)|Xn ∈ A) ,
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where (X̂
′i
k,n)0≤k≤n represents the ancestral line of the end-time particle

X̂
′i
n,n = X̂

′i
n . Although, we can prove that P(INn = ∅) decreases to 0 ex-

ponentially fast, as N →∞ , in practice we still need to choose a sufficiently
large number of particles to ensure that a reasonably large proportion arrives
to the target set. The propagation of chaos properties of the interactive par-
ticle models ensure that the random variables X̂

′i
n behaves asymptotically as

independent copies of X ′n in the rare event regime.

2.2 Interacting Trapping Models

This section is concerned with rare event estimation problems arising in parti-
cle trapping analysis, and nuclear engineering. These probabilistic models also
provide interesting physical interpretations of rare events in terms of inter-
active trapping particles, and the associated genealogical structure. We also
connect these rare event estimations with the analysis of Lyapunov exponents
of Schrödinger operators.

We consider a physical particle Xn evolving in an absorbing medium E,
related to a given potential function G : E → [0, 1] . In the state space regions,
where G = 1 , the particle evolves randomly, and freely, according to a given
Markov transition kernel M(x, dy) . When it enters in other regions, where
G < 1, its life time decreases, and it is instantly absorbed when it visits
the subset of null potential values. For indicator potential function, G = 1A ,
A ⊂ E , this model reduces to a particle evolution killed on the complementary
set Ac = E \A . To visualize these models, Fig. 1 shows a particle evolution on
E = Z killed outside an interval A at a random time T , and Fig. 2 illustrates
the evolution of an absorbed particle in a lattice.
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Fig. 1. Evolution of a particle in E = Z killed outside of A .

These probabilistic models arise in particle physics, such as in neutron
collision/absorption analysis [8], as well as in nuclear engineering such as in
the risk analysis of radiation containers shields. In this situation, the radiation
source emits particles, which evolve in an absorbing shielding environment. In
this context, the particle desintegrates when it visits the obstacles. The precise
probabilistic model associated to these physical evolutions are discussed in
Section 4.2.
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G=0

G<1

G<1

G=0

G<1

Fig. 2. Evolution of a particle in an absorbing medium.

If we let T be the first time the particle is absorbed, then we are interested
in the rare event probabilities

P(T > n) =
∫
En+1

η0(dx0)G(x0)M(x0, dx1)G(x1) · · ·M(xn−1, dxn)G(xn) .

In the above formula, we integrate over all the particle paths (x0, · · · , xn) ∈
En+1 . The distribution η0 represents the initial law of X0 , G(x0) is the prob-
ability that the particle at x0 is not killed, M(x0, dx1) is the distribution of
the transition from x0 to x1 , G(x1) is the probability that the particle at
x1 is not killed, and so on. For large values of the time parameter n , these
probabilities are extremely small. In some sense, we have that

P(T > n) = P(T > 0)
n∏

i=1

P(T > p|T > p− 1) ≈ e−nλ , (3)

for some constant λ > 0, which reflects the strength of the obstacles. This
constant corresponds to the logarithmic Lyapunov exponent of the integral
Schrödinger type semigroup, G(x, dy) = G(x)M(x, dy) . For more details, the
reader is referred to [5].

To estimate these constants, and these rare event probabilities, we evolve
N interacting particles, ξn = (ξin)1≤i≤N ∈ EN , according to the following
rules

ξn = (ξin)1≤i≤N
trapping/selection−−−−−−−−−−−→ ξ̂n = (ξ̂in)1≤i≤N

evolution−−−−−−→ ξn+1 = (ξin+1) .

During the trapping transition, each particule ξin survives with a probabi-
lity G(ξin), and in this case we set ξ̂in = ξin . Otherwise, with a probability
1 − G(ξin) , the particle is absorbed, and instantly another randomly chosen
particle in the current configuration duplicates. More precisely, when the par-
ticle ξin is absorbed, we chose randomly a new particle ξin according to the
discrete Gibbs measure

N∑
j=1

G(ξjn)∑N
k=1 G(ξkn)

δξjn .

During the evolution step, each selected particule ξ̂in evolves randomly accor-
ding to the Markov transition M . The rare event probabilities are approxi-
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Fig. 3. Interacting particle with indicator potential function G = 1A .

mated by the product formula

PN (T > n) =
n∏

p=0

(
1
N

N∑
i=1

G(ξip)

)
→ P(T > n)

= P(T > 0)
n∏

i=1

P(T > p|T > p− 1) .

In the case of indicator potential function G = 1A, we notice that the em-
pirical mean potentials corresponds to the population of evolving transitions
which have not been absorbed. In Fig. 3, we illustrate an example with N = 7
and N−1

∑N
i=1 1A(ξ

i
n+1) = 2/7 .

For long time horizon, we also have a particle interpretation of the Lya-
punov exponent λ, previously introduced in (3)

− 1
n+ 1

n∑
p=0

log

(
1
N

N∑
i=1

G(ξip)

)
≈ λ.

In the birth and death interpretation, we can trace back the complete
genealogy of a given particle ξin . If we let

1
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Fig. 4. Genealogical tree associated with the interactif trapping model.
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ξi0,n ← ξi1,n ← · · · ← ξin−1,n ← ξin,n = ξin

be the ancestral line of the particle with label i, at time n , then we have for
any test function fn on the state space En+1 ,

1
N

N∑
i=1

fn(ξi0,n, ξ
i
1,n, · · · , ξin,n) −−−−→

N→∞
E (f(X0, · · · ,Xn)|T ≥ n) .

In some sense, the genealogical tree, associated with interaction trapping
model, represents the path strategy used by the Markov particle to stay alive
up to time n . Returning to the indicator potential function example, a model
of a random tree is represented in Fig. 4.

N

1ξ

n

n

ξ

i
p,n

G<1

G=0

G=0

G=0 G<1

ξ
i
n

ξ
0,n
i ξG<1

Fig. 5. Genealogical tree model in the lattice example.

In the lattice example, the genealogical tree models correspond to a spider
web type strategy, as such illustrated in Fig. 5

2.3 A Bernoulli Splitting Technique

In contrast to importance sampling type algorithms, in the trajectory split-
ting methodology, the step-by-step evolution of the system follows the original
probability measure. Entering the intermediate states, which is usually charac-
terized by crossing a threshold by a control parameter, triggers the splitting of
the trajectory. The current system state is held, and a number of independent
subtrajectories are simulated from that state.

For example, let us consider (m+ 1) sets Bi such that

Bm+1 ⊂ Bm ⊂ · · · ⊂ B1 .

When the rare event A coincide with Bm+1 , we have the product formula

P(A) = P(A|Bm)P(Bm|Bm−1) · · ·P(B2|B1)P(B1). (4)

On the right hand side of (4), each conditioning event is “not rare”. The
branching splitting technique proceeds as follows. Make a {0, 1} Bernoulli
trial to check whether or not the set event B1 has occured. If B1 has occured,



292 Pierre Del Moral and Pascal Lezaud

then we split this trial in R1 Bernoulli additional trials, and for each of them
we check again wether or not the event B2 has occured. This procedure is
repeated at each level. More precisely, each time the event Bi has occured,
we sample Ri trials and we repeat this splitting technique each time Bi+1

has occured. If an event level is not reached, neither is A , then we stop the
current retrial. Using R0 independent replications of this procedure, we have
then considered R0R1 · · ·Rm trials, taking into account for example, that if we
have failed to reach a level Bi at the i-th step, the Ri · · ·Rm possible retrials
have failed. An unbiased estimator of P(A) is clearly given by the quantity

P̂ =
NA

R0

∏m
i=1 Ri

,

where NA is the total number of trajectories having reached the set A . It can
be proven [10] that in some sense the optimal simulation is obtained if

m = <−0.6275 logP (A)− 1=, P(Bi|Bi−1) ≈ 1/5, Ri = 5.

Nevertheless, in practice the trajectory splitting method may be difficult to
apply. For example, the case of the estimation of the probability of a rare event
in dynamical system is more complex, since the difficulty to find theoretically
the optimal Bi , and Ri for each level i . Furthermore, the probability to
reach Bi varies generally with the state of entrance in level Bi−1 . Finally, but
not the least, the conditional probabilities P(Bi|Bi−1) are of course generally
unknown! In this sense, this rather crude splitting strategy is of pure academic
interest.

2.4 Branching Splitting Models

The branching strategy, we are about to describe, is rather close in spirit to
the Bernoulli splitting method described above. The essential difference is that
it enters the random evolution of the process in the rare event region. To be
more precise, we consider a Markov process evolving in some state space, in
such a way that a given region, or a particular site, say O , is visited infinitly
often. Our objective is to estimate the probability P(A) to reach a rare level A
before returning to O . For instance, if TA represents the first hitting time of
A , and TO the first return time to O , then P(A) = P(TA < TO) . We proceed
as shown in Fig. 6. If the first level B1 is reached before going back to O ,
then we split the path into R1 trials; otherwise, if we are back to O , we stop
the exploration. At the next step we evolve each of these R1 paths, starting
from its entrance state in B1 . If a path hits B2 , before returning to O , then
it is again splitted into R2 trials; otherwise we stop its exploration. We repeat
the branching transition at each level Bk . Finally, a path from level Bm that
succeed to reach A (before returning to O) is considered as a success, and it is
stopped. An implicit, and technical assumption is that the level (i+1) cannot
be reached from level (i−1) without entering previously the intermediate level
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3
B 2

B1

A=B4

B

Fig. 6. Example with Ri = 2 at each level

i . This condition is clearly met, if we consider a decreasing sequence of level
set A = Bm+1 ⊂ Bm ⊂ · · · ⊂ B1 .

In practice, the simulation time is limited to a given value T , so that we
estimate

P(TA < min(TO, T )) .

Moreover, going back from Bi to O may take a long time, so we can reduce
the computations by freezing the path exploration when it goes back to one,
two or more levels down. Nevertheless, this rather crude strategy induces a
bias, which is difficult to estimate. An alternative approach is the RESTART
method, introduced in [15, 16].

2.5 Interacting Particle Systems Algorithm

In this section we design a genetic, and genealogical tree base model for esti-
mating a rather general class of rare events, following [1]. The main idea be-
hind this evolutionary type algorithm is again to decompose the state space
into a judicious choice of threshold levels. This decomposition reflects the
successive levels the stochastic process needs to cross before entering into the
rare event. More precisely, we consider a strong Markov chain Xn , which is
assumed to start in some set O with a given initial probability distribution.
We associate to a given target set A , the first time the process hits the set
A , namely

TA = inf{n ≥ 0 : Xn ∈ A} .
We use the classical convention inf ∅ = ∞ . We would like to estimate the
quantities

P(TA ≤ T ) and Law((Xn), 0 ≤ n ≤ TA|TA ≤ T ) . (5)

In the above formulas, T is either a deterministic finite horizon time, or the
(finite) entrance time into a recurrent set R when R ∩ O = ∅ (or the first
return time to O , if R = O).
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As previously, before visiting R , or entering into A , the random process
passes through a decreasing sequence of level sets

A = Bm+1 ⊂ Bm ⊂ · · · ⊂ B1 ,

with B1 ∩ (O∪R) = ∅ . To capture the precise behavior of X between the dif-
ferent levels, we consider the random excursions Xn of X between the succes-
sive random times Tn−1 and Tn ,where (Tn)n=1,··· ,m+1 represent the entrance
times of the level sets (Bn)n=1,··· ,m+1 . A synthetic picture of these excursions
is given in the Fig. 7. We observe that these excursions may have different
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Fig. 7. Embedded Markov Chain

random lengths, and we have the decomposition formula

(TA ≤ T ) = (Tm+1 ≤ T ) = (T1 ≤ T, · · · , Tm+1 ≤ T ) .

To check wether or not a given path (xk)p≤k≤q , starting at xp ∈ Bn−1 at time
p , has succeeded to reach the level Bn at time q , it is convenient to introduce
the indicator potential functions Gn defined on the excursion space by

Gn((xk)p≤k≤q) = 1{xq∈Bn}.

With this notation, and for each n we have

(Tn ≤ T ) = (G1(X1) = 1, · · · , Gn(Xn) = 1) =

(
n∏

p=1

Gp(Xp) = 1

)
.

Integrating over all the process excursions, we obtain the following formula

P(Tn ≤ T ) = E

(
n∏

p=1

Gp(Xp)

)
. (6)

More generally, the law of the excursions in the rare event regime are
described by the following formulas

E(f(X0, · · · ,Xn)|Tn ≤ T ) =
E
(
f(X0, · · · ,Xn)

∏n
p=0 Gp(Xp)

)
E
(∏n

p=0 Gp(Xp)
) (7)
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for any bounded test function f .
Functional representation of the form (6), and (7), belong to the class of

Feynman-Kac formulas. A detailed account on these models can be found in
[2], and the references therein. These models have natural particle interpre-
tations, in terms of genealogical tree-based evolutions. An elementary genetic
type approximation model is briefly described as follows: When a particle,
starting at some level, does not succeed to enter into the next one, it is killed.
Otherwise, each time it enters into a closer level of the rare set, it splits into
several offsprings. Between the levels, these offsprings evolve as independent
copies of the stochastic process Xn , until they reach (or not) an even closer
level, and so on.

To be more precise, we evolve N particles according to a two-steps, and
genetic type mechanism:

(ξ1
n, · · · , ξNn ) selection−−−−−→ (ξ̂1

n, · · · , ξ̂Nn ) mutation−−−−−−→ (ξ1
n+1, · · · , ξNn+1) (8)

• During the selection, each particle with label i having succeeded to reach
the n-th level is held, and we set ξ̂in = ξin . The others ξ̂jn are chosen
randomly (and uniformly) in the set of those having succeeded to reach
the levelBn . IfNn denotes the number of particle which succeeded to reach
the level Bn , then the estimate of the conditional probability P(Bn|Bn−1)
is simply given by the proportion ratio Nn/N .

• During the mutation, each particle ξ̂in evolves to a new location ξin+1 ,
randomly chosen according to the transition probability of the chain Xn

in the excursion space.

From previous consideration, a natural unbiased estimate of P(TA ≤ T ) is
simply given by the product

∏m+1
p=1 (Np/N) . Using the propagation of chaos

properties of the particle approximation models, one can prove that the above
estimate converges to the true value, as N → ∞ , [1, 2]. More precisely, we
have the almost sure convergence result

PN (TA < T ) =
m+1∏
p=1

Np

N
−−−−→
N→∞

P(TA < T ) .

The genealogical tree based model associated with the above genetic-type
algorithm represents the conditional distribution of the process evolving in
the rare event regime. To be more precise, we let

ξi0,n ← ξi1,n ← ξi2,n ← · · · ← ξin,n

be the ancestral lines of the excursion-valued particles (ξin,n)i∈INn having suc-
ceeded to reach the n-th level. For any bounded and measurable test function
f defined on the excursion space, we have the almost sure result

1|INn |>0 ×
1
|INn |

∑
i∈INn

f(ξi0,n, · · · , ξin,n) −−−−→
N→∞

E (f(X0, · · · ,Xn)|Tn < T ) .
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In the figure 8, we provide a schematic picture of a genealogical tree associated
with N = 4 particles evolving on the lattice Z between a sequence of 3 upper-
levels. Each particle starting at the origin, tends to move back to the set of non
positive integer O = −N . The prototype of this model is the simple random
walk Xn on Z given by the transitions (1).

O

Z

B1

B2

B3

������N
N

2

N

N 1
������

����
N
N3

������������������������������������
������������������������������������
������������������������������������
������������������������������������

0

U

U

1/2 =

1/2 =

3/4 =

absorbing region 

Fig. 8. Genealogical tree

3 Markov Chain and Random Excursion Models

Intuitively speaking, a sequence of random variables (Xn)n≥0 , taking values at
each time n in some measurable state space (En, En), is said to be a Markov
chain when its future and its past trajectories are independent, given the
present state of the chain. This Markov property is an extension to a random
phenomenon of the well-known property of a deterministic dynamical system,
which basically says that the future position and velocity are uniquely defined
as soon as they are known at a previous date.

A Markov chain is characterized by its Markov kernels Mn(xn−1, dxn) ,
which describe the conditional probability of the transition from the point
Xn−1 = xn−1 ∈ En−1 to the infinitesimal neighborhood dxn of the point
xn ∈ En . More formally we have that,

P(Xn ∈ dxn|Xn−1 = xn−1) = Mn(xn−1, dxn).

3.1 Canonical Probability Space

Using the Markov dependence property, µ as the distribution of the initial
random state X0 , we check that
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Pµ((X0, · · · ,Xn) ∈ d(x0, · · · , xn))
= Mn(xn−1, dxn)Pµ ((X0, · · · ,Xn−1) ∈ d(x0, · · · , xn−1))
= µ(dx0)M1(x0, dx1) · · ·Mn(xn−1, dxn)

where d(x0, · · · , xn) stands for an infinitesimal neighborhood of the path point

(x0, · · · , xn) ∈ E0 × · · · ×En .

We define the distribution Pµ,n of the canonical sequence (X0, · · · ,Xn)

on Ωn =
(∏n

p=0 Ep

)
, equipped with the product σ-field Fn = ⊗n

p=0Ep , by
setting

Pµ,n(dx[0,n]) = µ(dx0)M1(x0, dx1) · · ·Mn(xn−1, dxn).

By the consistency property of the collection Pµ,n , n ∈ N , the Ionescu Tulcea’s
theorem ensures the existence of an overall distribution Pµ, on the whole

path space Ω =
(∏

n≥0 En

)
, with finite-dimensional distributions Pµ,n . If

we denote by Xn, n ∈ N , the canonical projection mappings

Xn : ω = (ωn)n≥0 ∈ Ω −→ Xn(ω) = ωn ∈ En ,

then for any Ap ∈ Ep, p ≥ 0, we have that

Pµ((X0, · · · ,Xn) ∈ (A0 × · · · ×An))

=
∫
A0×···×An

µ(dx0)M1(x0, dx1) · · ·Mn(xn−1, dxn).

For obvious reasons, the probability model defined in this way

(Ω, F = (Fn)n≥0, X = (Xn)n≥0, Pµ), (9)

is called the canonical realisation of the Markov chain, with transitions Mn ,
and initial distribution µ .

3.2 Path-Space Markov Models

As we mentionned in the introduction, the path space modelling is dictated
by the excursions analysis of the process in the rare event regime.

Let (En, En) be an auxilairy collection of mesurable spaces, and let Xn

be a nonanticipative sequence of En-valued random variables in the sense
that the distribution of Xn+1 on En+1 only depends on the random states
(X0, · · · ,Xn) . By direct inspection, we notice that the path sequence

Xn = X[0,n] = (X0, · · · ,Xn),

forms a nonhomogeneous Markov chain taking values in the product space
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E[0,n] = (E0 × · · · ×En) ,

equipped with the product σ-field

Fn = E0 ⊗ · · · ⊗ Ep .

In this situation, each point x[0,n] = (x0, · · · , xn) ∈ E[0,n] has to be thought
of like a path from the origin up to time n .

When Xn is a Markov chain, with non necessarily time homogeneous tran-
sitions Mn(xn−1, dxn) from En−1 into En , the Markov chain Xn in path space
is called the historical process, or the path process of the chain Xn .

The Markov transitions Mn of the chain Xn are connected to Mn by the
formula

Mn+1(x[0,n], dy[0,n+1]) = δx[0,n](dy[0,n])Mn+1(yn, dyn+1).

The motion of the path process Xn simply consists of extending each path
of Xn with an elementary Mn-transition. In summary, we have the synthetic
diagram

Xn−1 = X[0,n−1] −→ Xn = X[0,n] = (X[0,n−1],Xn),

with the random state Xn ∼Mn+1(Xn−1, ·) .

4 Feynman-Kac Models

To describe precisely the Feynman-Kac models, we need to introduce some
additional notation. Firstly, we denote by Bb(E) the set of bounded measura-
ble functions on a given measurable space (E, E) . The expectation operators
with respect to Pµ and Px are denoted by Eµ and Ex . For instance, for any
Fn ∈ Bb(E[0,n]) , we have

Eµ(Fn(X[0,n])) =
∫
E[0,n]

Fn(x[0,n])Pµ,n(dx[0,n]).

We denote respectively by M(En), and P(En) ⊂ M(En) the set of
bounded and signed measures, and the subset of probability measures on the
measurable space (En, En) . We also recall that any Markov kernel Mn from
En−1 to En generates two operators: The first acting on Bb(En) , taking value
in Bb(En−1) , and defined by

∀(xn−1, fn) ∈ (En−1 × Bb(En)) ,

Mn(fn)(xn−1) =
∫
En

Mn(xn−1, dxn)fn(xn) .
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The other one acting on measures µn−1 ∈ P(En−1) , taking values in P(En) ,
and defined by

∀(µn−1, An) ∈ (P(En−1)× En) ,

(µn−1Mn)(An) =
∫
En−1

µn−1(dxn−1)Mn(xn−1, An) .

Finally, if Mn+1(xn, dxn+1) is a Markov transition from (En, En) , to another
measurable space (En+1, En+1) , then we denote by MnMn+1 the composition
operator,

MnMn+1(xn−1, dxn+1) =
∫
En

Mn(xn−1, dxn)Mn+1(xn, dxn+1).

Finally, for a given integral operator M from E0 into E1 , for any x ∈ E0 and
ϕ1, ϕ2 ∈ Bb(E1) , we simplify notation, and we write

M [(ϕ1 −Mϕ1)(ϕ2 −Mϕ2)](x)

instead of

M [(ϕ1−M(ϕ1)(x))(ϕ2−M(ϕ2)(x))](x) = M(ϕ1ϕ2)(x)−M(ϕ1)(x)M(ϕ2)(x).
(10)

4.1 Description of the Models

We consider a given collection of bounded and En-measurable nonnegative
functions Gn : En → [0,∞) such that for any n ∈ N , we have

Eµ

( n∏
p=0

Gp(Xp)
)
> 0. (11)

Definition 1. The Feynman-Kac prediction and updated path models, asso-
ciated with the pair (Gn,Mn) (and the initial distribution µ), are the sequence
of measures on path space defined respectively, for any n ∈ N , by the formulas

Qµ,n(dx[0,n]) =
1
Zn

{n−1∏
p=0

Gp(xp)
}
Pµ,n(dx[0,n]) ,

Q̂µ,n(dx[0,n]) =
1

Ẑn

{ n∏
p=0

Gp(xp)
}
Pµ,n(dx[0,n]) .

The normalizing constants

Zn = Eµ
(n−1∏
p=0

Gp(xp)
)

and Ẑn = Zn+1 = Eµ
( n∏
p=0

Gp(xp)
)

are also often called the partition functions.
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Note that for any test function Fn ∈ Bb(E[0,n]) , we have

Qµ,n(Fn) =
1
Zn
Eµ

(
Fn(X0, · · · ,Xn)

n−1∏
p=0

Gp(Xp)
)
,

Q̂µ,n(Fn) =
1

Ẑn

Eµ

(
Fn(X0, · · · ,Xn)

n∏
p=0

Gp(Xp)
)
.

The Feynman-Kac models have a particular dynamic structure. To de-
scribe precisely their evolution, it is convenient to introduce the flow of the
time marginals.

Definition 2. The sequence of bounded nonnegative measures γn, and γ̂n, on
En , and defined for any fn ∈ Bb(En) by the formulas

γn(fn) = Eµ
(
fn(Xn)

n−1∏
p=0

Gp(Xp)
)
,

γ̂n(fn) = Eµ
(
fn(Xn)

n∏
p=0

Gp(Xp)
)
,

are called the unnormalized prediction, and updated, Feynman-Kac model as-
sociated with the pair (Gn,Mn) . The sequence of distributions ηn, and η̂n, on
En , and defined for any fn ∈ Bb(En) by

ηn(fn) = γn(fn)/γn(1) and η̂n(fn) = γ̂n(fn)/γ̂n(1)

are called the normalized prediction, and updated, Feynman-Kac model asso-
ciated with the pair (Gn,Mn) .

To get one step further, we notice that

γn(fnGn) = γ̂n(fn) , and η̂n(fn) =
γn(fnGn)
γn(Gn)

=
ηn(fnGn)
ηn(Gn)

. (12)

An other key product formula that relates the “unnormalized models”
(γn, γ̂n) with the Feynman-Kac distribution flow (ηp)p≤n , is given by

γn(fn) = ηn(fn)
n−1∏
p=0

ηp(Gp) and γ̂n(fn) = η̂n(fn)
n∏

p=0

ηp(Gp).

The identity (12) leads us to introduce the following transformation.

Definition 3. The Boltzmann-Gibbs transformation associated with a poten-
tial function Gn on (En, En) is the mapping

Ψn : η ∈ Pn(En) −→ Ψn(η) ∈ Pn(En)
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from the subset Pn(En) = {η ∈ P(En) : η(Gn) > 0} into itself, and defined
by

Ψn(η)(dxn) =
1

η(Gn)
Gn(xn) dxn .

In this notation, we see that

η̂n = Ψn(ηn) , and ηn = η̂n−1Mn . (13)

The last identity comes from the following observation

γn(fn) = Eµ
(
Mn(fn)(Xn−1)

n−1∏
p=0

Gp(Xp)
)
= γ̂n−1(Mn(fn)) .

We conclude that, the Feynman-Kac flows (ηn, η̂n) are the solution of the
nonlinear and measure-valued processes equations

ηn = Φn(ηn−1) , and η̂n = Φ̂n(η̂n−1) , (14)

with the one step mappings Φn, and Φ̂n, defined by

Φn(η) = Ψn−1(η)Mn , Φ̂n = Ψn(ηMn) .

We emphasize that the above evolution analysis strongly relies on the fact
that the potential functions (Gn)n≥0 satisfy the regularity condition stated
in (11). For instance, the measure-valued equations (14) may not be defined
for any initial distribution η0 or η̂0 , since it may be happen that η0(G0) = 0 ,
or η̂0(G0) = 0 . On the other hand, when the potential functions Gn are
unbounded, the Boltzmann-Gibbs transformation Ψn are only defined on the
set {η ∈ P(En), 0 < η(Gn) <∞} .

To solve these problems, we further require that the pairs (Gn,Mn) satisfy
for any xn ∈ En the following condition:

0 < Ĝn(xn) := Mn+1(Gn+1)(xn) and sup
xn

|Ĝn(xn)| = ‖Ĝn‖ <∞ . (15)

In this situation, the integral operators

M̂n(xn−1, dxn) =
Mn(xn−1, dxn)Gn(xn)

Mn(Gn)(xn−1)

are well-defined Markov-kernels from En−1 to En . With this notation, the
mapping Φ̂n can be expressed as follows

Φ̂n = Ψ̂n−1(η)M̂n ,

where Ψ̂n is the Boltzmann-Gibbs transformation associated with the pair
potential/kernel (Ĝn, M̂n) and the initial measure η̂0 . Thus the updated
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Feynman-Kac models associated with the pair (Gn,Mn) and initial measure
η0 coincide with the prediction Feynman-Kac models associated with the pairs
(Ĝn, M̂n) starting at η̂0 . As we mentionned above, the interpretation of the
updated flow as a prediction flow associated with the pair (Ĝn, M̂n) is often
more judicious. To illustrate this observation, we examine the situation where
the potential function Gn may take some null values, and we set

Ên = {xn ∈ En : Gn(xn) > 0} .

It may happen that Ên is not Mn-accessible from any point in En−1 . In this
case, we may have Mn(xn−1, Ên) = 0 , for some xn−1 ∈ En−1 , and therefore
Mn(Gn)(xn−1) = 0 . In this situation, the condition (15) is clearly not met.
So, we weaken it by considering the following condition

(A) ∀xn ∈ Ên, Mn+1(xn, Ên+1) > 0, and η0(Ê0) > 0 , (16)

which says that the set Ên+1 is accessible from any point in Ên. This acces-
sibility condition avoids some degenerate tunneling problems such as those
represented in the figure 9.

2

Gn = 0

�
�
�

�
�
�

1/3

/3

1/3

En = 7

7

Fig. 9. Tunneling problem

Assuming the condition (A), the condition (15) is only met for any xn ∈
Ên , and the operators M̂n (defined for any xn−1 ∈ Ên−1) are well-defined
Markov kernels from Ên−1 into Ên . Finally, we note that for any η0 ∈ P(E0) ,
with η0(Ê0) > 0 , the updated measure η̂0 = Ψ0(η0) is such that η̂0(Ê0) = 1 .

Summarizing the discussion above, the updated Feynman-Kac measures
η̂n ∈ P(Ên) can be interpreted as the prediction models associated with the
pair potential/kernel (Ĝn, M̂n) on the restricted state space (Ên, Ên) , as soon
as the accessibility condition A is met. We can also check that

Eη0

(
fn(Xn)

n∏
p=0

Gp(Xp)

)
= η0(G0) Êη0

(
fn(Xn)

n−1∏
p=0

Ĝp(Xp)

)
> 0 .

In particular, this shows that for any n ∈ N , we have
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ηn ∈ Pn(En) = {η ∈ P(En) : η(Gn) > 0} .

Therefore, the Feynman-Kac flow is a well-defined two-step updating/predic-
tion model

ηn ∈ Pn(En)
updating−−−−−→ η̂n ∈ Pn(Ên)

prediction−−−−−−→ ηn+1 ∈ Pn+1(En+1) .

Finally, when the accessibility condition (A) is not met, it may happen that

η̂nMn+1(Gn+1) = ηn+1(Gn+1) = 0 .

In this situation, the Feynman-Kac flow ηn is well-defined, up to the first
time τ we have ητ (Gτ ) = 0 . At time τ , the measure ητ cannot be updated
anymore. Recalling that ητ (Gτ ) = γτ+1(1)/γτ (1) , we also see that τ coincides
with the first time that

γ̂τ (1) = γτ+1(1) = Eη0

( τ∏
p=0

Gp(Xp)
)
= 0 .

4.2 Physical Interpretations of the Feynman-Kac Models

We now provide different physical interpretations of the Feynman-Kac models.
The first one is the traditional trapping interpretation, the second one is based
on measure-valued, and interacting processes ideas, such as those arising in
mathematical biology.

In the first part, we design a Feynman-Kac representation of distribution
flows of a Markov particle evolving in an absorbing medium. As we mentionned
in the introduction, these probabilistic models provide a physical interpreta-
tion of rare event probabilities in terms of absorption time distributions. In
the second part, we set out an alternative representation in terms of non-
linear and measure valued processes, the so-called McKean interpretation.
The cornerstone of the particle interpretations, developped in this section, is
the interpretation of the Feynman-Kac model as such the distribution of a
non absorbed particle.

To clarify the presentation, we assume that the potential functions Gn

are strictly positive. On the other hand, since the potential functions Gn are
assumed to be bounded, we can replace in the definition of the normalized
measures ηn , η̂n , the functions Gn by Gn/‖Gn‖ , without altering their na-
ture. So, there is no loss of generality to assume that 0 < Gn(xn) ≤ 1 .

Killing Interpretation

Now, we identify the potential functions Gn with the multiplicative operator
Gn, acting on Bb(En) , and defined by the formula

Gn(fn)(xn) = Gn(xn) fn(xn) .
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We can alternatively see Gn as the integral operator on En defined by

Gn(xn, dyn) = Gn(xn)δxn(dyn) .

In this connection, we note that Gn is a sub-Markovian kernel

Gn(xn, En) = Gn(xn) ≤ 1 .

The first way to turn the sub-Markovian kernels Gn into the Markov case con-
sists in adding a cemetery point c to the state space En , and then extending
the various quantities on the space Ec

n = En ∪ {c} as follows:
• The test functions fn and the potential functions Gn are extended by

setting fn(c) = 0 = Gn(c) .
• The Markov transitions Mn are extended into transitions from Ec

n−1 to
Ec
n by setting M c

n(c, ·) = δc , and for each xn−1 ∈ En−1 ,

M c
n(xn−1, dxn) = Mn(xn−1, dxn) .

• Finally, the Markov extension Gcn of Gn is given by

Gcn(xn, dyn) = Gn(xn)δxn(dyn) + (1−Gn(xn))δc(dyn) .

The corresponding Markov chain(
Ωc =

∏
n

Ec
n,Fc = (Fc

n)n≥0,X = (Xn)n≥0,P
c
µ

)
,

with initial distribution µ ∈ P(E0) and elementary transitions

Qc
n+1 = GcnM c

n+1 , (17)

can be regarded as a Markov particle evolving in an environment, with absor-
bing obstacles related to potential functions Gn . In view of (17), we see that
the motion is decomposed into two separate killing/exploration transitions,

Xn
killing−−−−→ X̂n

exploration−−−−−−−→ Xn+1

which are defined as follows:

• Killing: If Xn = c , then we set X̂n = c . Otherwise the particle Xn is
still alive. In this case, we perform the following random choice: With a
probability G(Xn) , it remains in the same site and we set X̂n = Xn; and
with probability 1−Gn(Xn) , it is killed, and we set X̂n = c .

• Exploration: Firstly, when the particle has been killed, we hace X̂n = c ,
and we set Xp = X̂p = c for any p > n . Otherwise, the particle X̂n ∈ En

evolves to a new location Xn+1 in En+1 , randomly chosen according to
the distribution Mn+1(X̂n, ·) .
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In this physical interpretation, the Feynman-Kac flows (η̂n, ηn) represent
the conditional distributions of a nonabsorbed Markov particle. To see this
claim, we denote by T the time at which the particle has been killed

T = inf{n ≥ 0 : X̂n = c} .

By construction, we have

Pcµ(T > n) = Pcµ(X̂0 ∈ E0, · · · , X̂n ∈ En) = Eµ
( n∏
p=0

Gp(Xp)
)
.

This shows that the normalized constants of η̂n , and ηn , represent respectively
the probability for the particle to be killed at a time strictly greater than or
at least equal to n . That is, we have that

γ̂n(1) = Pcµ(T > n) and γn(1) = Pcµ(T ≥ n) .

Similar arguments yield that

γ̂n(fn) = Ecµ
(
fn(Xn)1{T>n}

)
and γn(fn) = Ecµ

(
fn(Xn)1{T≥n}

)
.

Finally, we conlude that

η̂n(fn) = Ecµ(fn(Xn)|T > n) and ηn(fn) = Ecµ(fn(Xn)|T ≥ n) .

The subsets G−1
n ((0, 1)) and G−1

n (0) are called respectively, the sets of soft
and hard obstacles (at time n). A particle entering into a hard obstacle is
instantly killed; whereas if it enters into a soft obstacle, its lifetime decreases.
When the accessibility condition (A) is met, we can replace the mathema-
tical objects (η0, En, Gn,Mn) by (η̂0, Ên, Ĝn, M̂n) . We define in this way a
particle motion in an absorbing medium, with no hard obstacles. Loosely
speaking, the hard obstacles have been replaced by repulsive obstacles. For
instance, in the situation where Gn = 1En

, the Feynman-Kac model asso-
ciated with (η0, Gn,Mn) corresponds to a particle motion in an absorbing
medium, with pure hard obstacle sets Ên; while the Feynman-Kac associated
with (η̂0, Ĝn, M̂n) , corresponds to a particle motion in an absorbing medium,
with only soft obstacles related to the potential functions Ĝn .

Interacting Process Interpretation

In interacting process literature, Feynman-Kac flows are alternatively inter-
preted as nonlinear measure-valued process. For instance, the distribution ηn
in (14) is regarded as a solution of nonlinear recursive equations. This equation
can be rewritten in the following form

ηn+1 = ηnKn+1,ηn , (18)
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where Kn+1,ηn is the collection of Markov kernels given by

Kn+1,ηn(x, dz) = Sn,ηnMn+1(x, dz) =
∫
En

Sn,ηn(x, dy)Mn+1(y, dz) ,

with the selection type transitions

Sn,ηn(x, dy) = Gn(x)δx(dy) + (1−Gn(x))Ψn(ηn)(dy) .

Note that the corresponding evolution equation is now decomposed into
two separate transitions

ηn
Sn,ηn−−−−→ η̂n = ηnSn,ηn

Mn+1−−−−→ ηn+1 = η̂nMn+1 , (19)

In constrast with the killing interpretation, we have turned the sub-Markovian
kernel Gn into the Markov case in a nonlinear way, by replacing the Dirac
measure δc , by the Boltzmann-Gibbs jump distribution Ψn(ηn) .

The choice of Kn,η is not unique. A collection of Markov kernels Kn,η ,
η ∈ P(En) satisfying the compatibility condition

Φn(η) = ηKn,η

for any η ∈ P(En) is called a McKean interpretation of the flow ηn . In com-
paraison with (17), the motion of the canonical model Xn → Xn+1 associated
with the Markov kernels (Kn,η)η∈P(En) is the overlapping of an interacting
jump, and an exploration transition

Xn
interacting jump−−−−−−−−−−→ X̂n

exploration−−−−−−−→ Xn+1 .

These two mechanisms are defined as follows:

• Interacting jump: Given the position, and the distribution ηn at time
n of the particle Xn , a jump is performed to a new site X̂n , randomly
chosen according to the distribution

Sn,ηn(Xn, ·) = Gn(Xn)δXn
+ (1−Gn(Xn))Ψn(ηn) .

In other words, with a probability Gn(Xn) the particle remains in the
same site, and we set X̂n = Xn . Otherwise, it jumps to a new location,
randomly chosen according to the Boltzmann-Gibbs distribution Ψn(ηn) .
Notice that particles are attracted by regions with high potential values.

• Exploration: The exploration transition coincides with that of the killed
particle model. During this stage, the particle evolves to a new site Xn+1 ,
randomly chosen according to Mn+1(X̂n, ·) .
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5 Interacting Particle Systems

The basic idea behind the interacting particle systems is to associate to a given
nonlinear dynamical structure, a sequence of EN

n -valued Markov processes, in
such a way that the configuration occupation measures converge, as N →
∞ , to the desired distribution. The parameter N represents the precision
parameter, as well as the size of the systems. The state components of the
EN
n -valued Markov process are called particles.

5.1 Interacting Particle Interpretations

Hereafter, we suppose the potential functions Gn are bounded and strictly
positive (the situation where Gn may take null values can be reduced to this
situation, under appropriate accessibility conditions, by replacing ηn by η̂n).

We recall that ηn satisfy the nonlinear recursive equation (18) where the
kernels Kn,η are a combination of a selection and mutation transition

Kn+1,η = Sn,ηMn+1 . (20)

The selection transition Sn,η on En is given by

Sn,ηn(x, dy) = εnGn(x)δx(dy) + (1− εnGn(x))Ψn(ηn)(dy) , (21)

where εn stands for non negative number such that εnGn ≤ 1 .

Definition 4. The interacting particle model associated with a collection of
Markov transitions Kn,η, η ∈ P(En), n ≥ 1 , and with initial distribution η0 ,
is a sequence of nonhomogeneous Markov chains(

Ω(N) =
∏
n≥0

EN
n , FN = (FN

n )n≥0, ξ = (ξn)n≥0, P
N
η0

)
,

taking values at each time n in the product space EN
n . That is, we have

ξn = (ξ1
n, · · · , ξNn ) ∈ EN

n = En × · · · ×En︸ ︷︷ ︸
Ntimes

.

The initial configuration ξ0 consists of N independent, and identically distrib-
uted random variables, with common law η0 . Its elementary transitions from
EN
n−1 into EN

n are given by

PNη0

(
ξn ∈ dxn|ξn−1

)
=

N∏
p=1

Kn,m(ξn−1)(ξ
p
n−1, dx

p
n) ,

where

m(ξn−1) =
1
N

N∑
i=1

δξin−1
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is the empirical measure of the configuration ξn−1 of the system, and dxn =
dx1

n×· · ·×dxNn is an infinitesimal neighborhood of a point xn = (x1
n, · · · , xNn ) ∈

EN
n .

The N -particle model, associated with the Markov transition Kn,η given
by (20), is the Markov chain ξn with elementary transitions

PNη0

(
ξn+1 ∈ dxn+1|ξn) =

∫
EN
n

Sn(ξn, dxn)Mn+1(xn, dxn+1) .

The Boltzmann-Gibbs transition Sn , from EN
n into itself, and the mutation

transition Mn+1 , from EN
n into EN

n+1 , are defined by the product formulas

Sn(ξn, dxn) =
N∏
p=1

Sn,m(ξn)(ξpn, dx
p
n) ,

Mn+1(xn, dxn+1) =
N∏
p=1

Mn+1(xpn, dx
p
n+1) .

This integral decomposition shows that (the deterministic) two-step up-
dating/prediction transitions in (19) have been replaced by a two-step selec-
tion/mutation transitions (8)

ξn ∈ EN
n

selection−−−−−→ ξ̂n ∈ EN
n

mutation−−−−−−→ ξn+1 ∈ EN
n+1 .

In more details, the motion of the particles is defined as follows:

• Selection: Given the configuration ξn ∈ EN
n of the system at time n ,

the selection transition consists in selecting randomly N particles ξ̂in with
respective distribution Sn,m(ξn)(ξin, ·) . In other words, with a probability
εnGn(ξin) , we set ξ̂in = ξin; otherwise, we select randomly a particle ξ̃in
with distribution

Ψn(m(ξn)) =
N∑
i=1

Gn(ξin)∑N
j=1 Gn(ξ

j
n)

δξin , and we set ξ̂in = ξ̃in .

• Mutation: Given the selected configuration ξ̂n ∈ EN
n , the mutation tran-

sition consists in sampling randomly N independent particles ξin+1 with
respective distributions Mn+1(ξ̂in, ·) .

5.2 Particle Models with Degenerate Potential

We now discuss the situation where Gn is not necessarily strictly positive. To
avoid some complications, we suppose the accessibility condition (A) is met.
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Two strategies can be underlined. In view of the discussion given in
Sect. 4.1, the first idea is to consider the N -particle approximation model as-
sociated with some McKean interpretation of the updated model η̂n = Ψn(ηn)
which can be regarded as a sequence of measures on Ên = G−1

n (0,∞) . Fur-
thermore, η̂n coincide with the prediction model starting at η̂0 and associated
with the pair of potentials/kernels (Ĝn, M̂n) on the state spaces Ên .

The potential function Ĝn is now a strictly positive function on Ên and
the updated model η̂n satisfies the recursive equation

η̂n+1 = η̂nK̂n+1,ηn with K̂n+1,η = Ŝn,ηM̂n+1 .

The selection transitions are now Markov kernels, from Ên into itself, and
they are defined for any xn ∈ Ên by the formula

Ŝn,η(xn, dyn) = εnĜn(xn)δxn(dyn) + (1− εnĜn(xn))Ψ̂n(η)(dyn) .

The Boltzmann-Gibbs transformation Ψ̂n is given by

Ψ̂n(η)(dxn) =
1

η(Ĝn)
Ĝn(xn) η(dxn) .

In this interpretation, the model η̂n satisfies the deterministic evolution
equation

η̂n
updating−−−−−→ η̃n = η̂nŜn,ηn

prediction−−−−−−→ η̂n+1 = η̃nM̂n+1 .

The N -particle associated with this McKean interpretation is defined as be-
fore.

The second strategy consists in still working with the McKean interpre-
tation of the prediction flow associated with the collection of transitions
Kn+1,η = Sn,ηMn+1 with η ∈ Pn(En) . In this case the particle interpretation
given in Definition 4 is not well-defined. Indeed, it may happen that the whole
configuration ξn moves out of the set Ên . To describe rigorously the particle
model we proceed as in Sect. 4.2. We add a cemetery point ∆ to the pro-
duct space EN

n and we extend the test functions and the mutation/selection
transitions (Sn,Mn) on EN

n to EN
n ∪ {∆} as follows:

• The test functions ϕn ∈ Bb(EN
n ) are extended by setting ϕn(∆) = 0 .

• The selection transitions Sn , from EN
n into itself, are extended into tran-

sitions on EN
n ∪ {∆} by setting Sn(x, ·) = δ∆ , as soon as the empirical

measure m(x) /∈ Pn(En) .
• The mutation transitionsMn+1 are extended into transitions from EN

n ∪
{∆} to EN

n+1 ∪ {∆} by setting Mn+1(∆, ·) = δ∆ .

The corresponding interacting particle model is a sequence of nonhomoge-
neous Markov chains, taking values at each time n in EN

n ∪{∆} . It is defined
by a two-step selection/mutation transition of the same nature as before:
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ξn ∈ EN
n ∪ {∆}

selection−−−−−→ ξ̂n ∈ EN
n ∪ {∆}

mutation−−−−−−→ ξn+1 ∈ EN
n+1 ∪ {∆} .

The only difference is that the chain is killed at the first time n , we have
m(ξn) /∈ Pn(En) . Let τN and τ be the dates at which respectively the chain
and the Feynman-Kac model are killed:

τN = inf{n ∈ N;m(ξn)(Gn) = 0}, and τ = inf{n ∈ N; ηn(Gn) = 0} .

Then it is intuitively clear that τN ≤ τ , and in Sect. 6.3 it will be proved
that for any n ≤ τ and N ≥ 1 we have exponential estimate

PNη0
(τN ≤ n) ≤ a(n) exp(−N/b(n)) .

In particular, this shows that limN→∞ PNη0
(τN = τ) = 1 .

5.3 Application to Particle Analysis of Rare Events

We use the notations and conventions as were introduced in Sects. 2.5 and 3.
We recall that X = (Xn)n∈N is a strong Markov chain taking values in some
metric state space (S, d) . The process X starts in some Borel set O ⊂ S with
a given probability distribution ν0 . We also consider a pair of Borel subsets
(A,R) , such that A0 ∩R = ∅ = A ∩R .

We associate with this pair, the first time T the process hits A ∪ R , and
we let TR be the hitting time of the set R . We also assume that for any initial
x0 ∈ O , we have Px(T <∞) = 1 . One would like to estimate the quantities

P(T < TR) = P(XT ∈ A) , (22)
Law(Xn; 0 ≤ n ≤ T |T < TR) = Law(Xn; 0 ≤ n ≤ T |XT ∈ A) .

It often happens that most of the realizations of X never reach the target
set A , but are attracted, and absorbed by some non empty set R . These rare
events are difficult to analyze numerically. One strategy to estimate these
events is to consider the sequence of level-crossing excursions Xn associated
with a splitting of the state space, namely

X0 = (0,X0), and Xn = (Tn,X[Tn−1,Tn]) ,

with the entrance times Tn = inf{n ≥ 0 : Xn ∈ Bn∪R} . This sequence forms
a Markov chain taking value in the set of excursions E = ∪p≥0({p} × Sp) .

One way to check whether or not a random path has succeeded to reach the
desired n-th level is to consider the indicator potential functions Gn(q, x[p,q]) =
1Bn

(xq) , with the convention B0 = O . Using elementary calculations, we
obtain the following Feynman-Kac representation of the desired quantities
(22).

Proposition 1. For any n and any fn ∈ Bb(E) , we have that

E (fn(X0, · · · ,Xn) ; Tn < TR) = E

(
fn(X0, · · · ,Xn)

n∏
p=0

Gp(Xp)

)
.
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The prediction Feynman-Kac model ηn ∈ P(E) , defined by

ηn(f) = γn(f)/γn(1) with γn(f) = E

(
f(Xn)

n−1∏
p=0

Gp(Xp)

)
,

satisfies the measure-valued dynamical system

ηn+1 = Φn+1(ηn) with η0 = δ0 ⊗ ν0 .

The mappings Φn+1 , from Pn(E) into P(E) , are defined by Φn+1(η) =
Ψn(η)Mn+1 , where the Markov kernelsMn(u, dv) represent the Markov tran-
sitions of the chain excursions Xn . We have the following lemma

Lemma 1. For any n ≥ 0 , we have

P(Tn < TR) = γ̂n(1) = γn+1(1) .

In addition, we have P(Tn < TR|Tn−1 < TR) = ηn(Gn) , and for any f ∈
Bb(E)

ηn(f) = E
(
f(Tn,X[Tn−1,Tn])|Tn−1 < TR

)
,

η̂n(f) = E
(
f(Tn,X[Tn−1,Tn])|Tn < TR

)
.

This lemma gives a Feynman-Kac interpretation of rare events probabili-
ties. Since the potentials are indicator functions, it is more judicious to rewrite
the Boltzmann-Gibbs transformations Ψn(η) = ηSn,η in terms of the selection
Markov transitions

Sn,η(u, dv) = (1− 1{G−1
n (1)}(u))Ψn(η)(dv) + 1{G−1

n (1)}(u)δu(dv) .

Note that G−1
n (1) represents the collection of excursions in S entering the nth

level Bn; that is, we have that

G−1
n (1) = {u = (q, x[p,q]) ∈ E; xq ∈ Bn} .

The particle interpretation of these discrete Feynman-Kac model is simply
derived from Sect. 5.2. In this context, the particle model consists in evolving
a collection of N -excursion valued particles

ξin = (T i
n,X

i
[T i
n−1,T

i
n]) ∈ E ∪ {∆} ,

ξ̂in = (T̂ i
n, X̂

i
[T i
n−1,T

i
n]
) ∈ E ∪ {∆} .

The auxiliary point ∆ stands for a cemetery point, the random time pairs
(T i

n−1, T
i
n) and (T̂ i

n−1, T̂
i
n) represent the length of the corresponding excur-

sions. At the time n = 0 , the initial system consists of N independent, and
identically distributed, S-valued random variables ξi0 = (0,Xi

0) , with common
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law η0 = δ0 ⊗ ν0 . Since we have G0(0, u) = 1 , there is no updating transition
at time n = 0 , and we set ξ̂i0 = ξi0 , for each 1 ≤ i ≤ N .

Mutation: The mutation stage ξ̂n → ξn+1 at time n + 1 is defined as
follows. If ξ̂n = ∆ , we set ξn+1 = ∆ . Otherwise, during the mutation, each
selected excursion ξ̂in evolves randomly, and independently of each other, ac-
cording to the Markov transitionMn+1 of the chain Xn . Thus, ξin+1 is a ran-
dom variable with distributionMn+1(ξ̂in, ·) . More precisely, we set T i

n = T̂ i
n ,

and the particle X̂i
[T i
n−1,T

i
n]
evolves randomly as a copy of the excursion process

(Xs)s≥T i
n
starting at XT i

n
, and up to the first time T i

n+1 it visits Bn+1 , or
returns to R . The stopping time T i

n+1 represents the first time t ≥ T i
n the ith

excursion hits the set Bn+1 ∪R .
Selection: The selection mechanism ξn+1 → ξ̂n+1 is defined as follows. In

the mutation stage, we have sampled N excursions ξin+1 . Some of these par-
ticles have succeeded to reach the desired set Bn+1 , and the other ones have
entered into R . We denote by IN (n+ 1) the set of the labels of the particles
having reached the (n+1)-th level, and we set m(ξn+1) = N−1

∑N
i=1 δ(ξin+1)

.
Two situations may occur. If IN (n+1) = ∅ then none of the particles have suc-
ceeded to hit the desired level. In this situation, we have m(ξn+1) /∈ Pn+1(E) ,
and the algorithm has to be stopped. In this case, we set ξ̂n+1 = ∆ . Oth-
erwise, the selection transition is defined as follows. Each particle ξ̂n+1 is
sampled according to the selection distribution

Sn,m(ξn+1)(ξ
i
n+1, dv)

= 1Bn+1(X
i
T i
n+1

)δξin+1
(dv) + 1BC

n+1
(Xi

T i
n+1

)Ψn(m(ξn+1))(dv) .

More precisely, if the i-th excursion has reached the desired level, then we set
ξ̂in+1 = ξin+1 . In the opposite case, the particle has not reached the (n+1)-th
level, but it has visited the set R . In this case, ξ̂in+1 is chosen randomly and
uniformly in the set {ξjn+1; j ∈ IN (n + 1)} of all excursions having entered
into Bn+1 . In other words, each particle that doesn’t enter into the (n+1)-th
level is killed, and instantly a different particle in the Bn+1 level splits into
two offsprings.

For each time n < τN = inf{n ≥ 0 : Xi
T i
n
∈ R, 1 ≤ i ≤ n} , the N -particle

approximation measures (γNn , ηNn , η̂Nn ) associated with (γn, ηn, η̂n) are defined
by
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γ̂Nn (1) = γNn (Gn) = N−n
n∏

p=1

Card(IN (p)) ,

ηNn =
1
N

N∑
i=1

δξin ,

η̂Nn = Ψn(ηNn ) =
1

Card(IN (n))

∑
i∈IN (n)

δ(T i
n,X

i

[Ti
n−1,T

i
n]

) .

Thus, γ̂Nn (1) is the proportion product of excursions having entered levels
B1, · · · , Bn . Also notice that η̂Nn is the occupation measure of the excursions
entering the nth level.

The asymptotic analysis of these particles measures will be discussed in
the following sections. We will prove the following results (see notation (10)):

Theorem 1. For any n ≥ 0 and N ≥ 1 we have

P(τN ≤ n) ≤ a(n) exp(−N/b(n)) .

The particle estimates are unbiased, E(γ̂Nn (1)1{n<τN}) = P(Tn < TR) , and
for any p ≥ 1 , and any n ≥ 0 , we have

√
N E

(
|γ̂Nn (1)1{n<τN} − P(Tn < TR)|p

)1/p ≤ a(p)b(n) ,

for some finite constants a(p), b(n) <∞ whose values only depend respectively
on the parameters p and n .

In addition, for any 0 ≤ n ≤ m+ 1 , the sequence of random variables

WN
n+1 =

√
N(γNn (1)1{τN>n} − P(Tn < TR))

converges in law (as N tends to ∞) to a centered Gaussian random variable
Wn+1 with variance

σ2
n =

n+1∑
q=0

(γq(1))2ηq−1(Kq,ηq−1 [Qq,n(1)−Kq,ηq−1Qq,n(1)]2) .

The collection of functions Qq,n+1(1) on the excursion space E are defined for
any x = (xn)s≤n≤t by

Qq,n+1(1)(t, x) = 1Bq
(xt)P(Tn < TR|Tq = t,XTq = xt) .

Example 1. When the set S = Rd is the Euclidean space, we can think of a
sequence of centered decreasing balls with radius 1/(n+ 1)

Bn = B(0, 1
n+ 1

) and R = S \ B(0, 1 + ε)

for some ε > 0 . Further assume that the processX exits the ball of radius 1+ε
in finite time. In this situation, P(T < TR) is the probability that X hits the
smallest ball Bm , starting with 1/2 < |X0| ≤ 1 , and before exiting the ball
of radius 1 + ε . The distribution (22) represents the conditional distribution
of the process X in this ballistic regime (see Fig. 10).
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=B(4)=target set

A

B(0)

B(1)

B(2)

B(3)

Fig. 10. Ballistic regime, target B(4) with N = 4

6 Asymptotic Behavior

This section is concerned with the asymptotic behavior of particle approxi-
mation models, as the size of the systems tends to infinity. The principal
convergence results are the following. Firstly, γNn is an unbiaised estimator;
that is, we have for any fn ∈ Bb(En)

ENη0
(γNn (fn)1{τNn ≥n}) = γn(fn) .

Furthermore, we have the Lp-estimates
√
N ENη0

[|ηNn (fn)− ηn(fn)|p]1/p ≤ a(p)b(n)‖f‖ ,

which can be extended to a countable collection of uniformly bounded func-
tions Fn ⊂ Bb(En) ,

√
N ENη0

[
sup

fn∈Fn
|ηNn (fn)− ηn(fn)|p

]1/p

≤ a(p)b(n)I(Fn) ,

for some finite constant I(Fn) <∞ that only depends on the class Fn . Similar
but exponential type estimates will be also covered. By instance, we have for
any ε > 0 and N sufficiently large

PNη0

[
sup

fn∈Fn
|ηNn (fn)− ηn(fn)| > ε

]
≤ dn(ε,Fn)e−Nε2/b(n) ,

with a finite constant d(ε,Fn) depending on ε and the class Fn . From these
estimates and using the Borel-Cantelli lemma, we conclude the almost sure
convergence result

lim
N→∞

sup
fn∈Fn

|ηNn (fn)− ηn(fn)| = 0 .
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The corresponding fluctuations and Central Limits Theorems will also be
discussed in Sect. 6.5, in which the following result will be proved: For any
n ≥ 0 , and f ∈ Bb(En) , the sequence of random variables

WN
n (f) =

√
N(γNn (fn)1{τN≥n} − γn(fn))

converges in law (as N tends to ∞) to a centered Gaussian random variable
Wn(f) with variance

σ2
n(f) =

n∑
q=0

γq(1)2ηq−1

(
Kq,ηq−1 [Qq,n(f)−Kq,ηq−1Qq,n(f)]2

)
,

where Qp,n(f) are some functions defined hereafter. We use the convention
η−1 = η0 = K0,η−1 . Rephrasing these asymptotic results in the context of
analysis of rare events leads to the Theorem 1.

6.1 Preliminaries

Feynman-Kac Semigroups

In this short section, we introduce the Feynman-Kac semigroups, Qp,n and
Φp,n, associated respectively with γn and ηn . They are defined by the formulas

Qp,n = Qp+1 · · ·Qn−1Qn , and Φp,n = Φn ◦ Φn−1 ◦ . . . ◦ Φp+1 ,

with Qn(xn−1, dxn) = Gn−1(xn−1)Mn(xn−1, dxn) . We use the convention
Qn,n = Id and Φn,n = Id . These semigroups are alternatively defined by

Qp,n(fn)(xp) = Ep,xp

(
fn(Xn)

n−1∏
q=p

Gq(Xp)

)
, Φp,n(µp)(fn) =

µp(Qp,n(fn))
µp(Qp,n(1))

,

where Ep,xp is the expectation with respect the law of the shifted chain
(Xp+n)n≥0 . By definition of ηn and Qp,n , we observe that

ηn(fn) =
ηp(Qp,n(fn))
ηp(Qp,n(1))

, γp(Qp,n(1)) = γn(1) . (23)

Now, introducing the pair potential/transition (Gp,n, Pp,n) defined by

Gp,n = Qp,n(1) and Pp,n(fn) =
Qp,n(fn)
Qp,n(1)

,

we deduce the following formula for the semigroup Φp,n

Φp,n(µp) = Ψp,n(µp)Pp,n ,

with the Boltzmann-Gibbs transformation, Ψp,n from Ep into itself, defined by

Ψp,n(µp)(fp) = µp(Gp,n(fn))/µp(Gp,n(1)) .
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Some Inequalities for Independent Random Variables

In this section, we discuss some general inequalities for sequences of indepen-
dent variables. These inequalities will be used in the following sections.

Let (µi)i≥1 be a sequence of probability measures on a given measurable
state space (E, E) . We also consider a sequence of E-measurable functions
(hi)i≥1 such that µi(hi) = 0 , for all i ≥ 1 . During the further development
of this section we fix an integer N ≥ 1 . To clarify the presentation we slight
abuse the notation and we denote respectively by

m(X) =
1
N

N∑
i=1

δXi and µ =
1
N

N∑
i=1

µi ,

the N -empirical measure associated to a collection of independent random
variables X = (Xi)i≥1 , with respective distributions (µi)i≥1 and the N -
averaged measure associated to the sequence of measures (µi)i≥1 . When
we are given N -sequences of points x = (xi)1≤i≤N ∈ EN and functions
(hi)1≤i≤N ∈ Bb(E)N we shall also use the following notations

m(x)(h) =
1
N

N∑
i=1

hi(xi) and σ2(h) =
1
N

N∑
i=1

osc2(hi) ,

where osc(h) = sup{|h(x)− h(y)|} is the oscillation of the function h .
For any pair of integers (p, n) , with 1 ≤ p ≤ n , we denote by (n)p the

quantity

(n)p =
n!

(n− p)!
.

We have the following lemmas [2][§7.3]:

Lemma 2 (Chernov-Hoeffding).

P (|m(X)(h)| ≥ ε) ≤ 2e−2Nε2/σ2(h) .

Lemma 3. For any sequence of E-measurable functions (hi)i≥1 such that
µi(hi) = 0 and σ(h) <∞ we have for any p ≥ 1

√
N E(|m(X)(h)|p) 1

p ≤ d(p)
1
p σ(h) , (24)

with the sequence of finite constants (d(n))n≥0 defined, for any n ≥ 1 , by the
formulas

d(2n) = (2n)n 2−n and d(2n− 1) =
(2n− 1)n√
n− 1/2

2−(n−1/2) . (25)

In addition we have for any ε > 0

E(exp (ε
√
N |m(X)(h)|)) ≤ (1 + εσ(h)/

√
2) exp (ε2σ2(h)/2) .



Branching and Interacting Particle Interpretations 317

We now extend the previous results to the convergence of empirical
processes with respect to some Zolotarev seminorm. Let F be a given collec-
tion of measurable functions f : E → R such that ‖f‖ = supx∈E |f(x)| ≤ 1 .
We associate with F the Zolotarev seminorm on P(E) defined by

‖µ− ν‖F = sup{|µ(f)− ν(f)| : f ∈ F} .

No generality is lost and much convenience is gained by supposing that the
unit constant function f = 1 ∈ F . Furthermore, we shall suppose that F
contains a countable and dense subset.

To measure the size of a given class F , one considers the covering numbers
N (ε,F , Lp(µ)) defined as the minimal number of Lp(µ)-balls of radius ε > 0
needed to cover F . By N (ε,F) and by I(F) we denote the uniform covering
numbers and entropy integral given by

N (ε,F) = sup{N (ε,F , L2(η)); η ∈ P(E)} ,

I(F) =
∫ 1

0

√
log(1 +N (ε,F))dε .

For more details and various examples the reader is invited to consult [14].
We have the following lemma [2][§7.3]:
Lemma 4. For any p ≥ 1 , we have

√
N E (‖m(X)− µ‖pF )

1/p ≤ c<p/2=! I(F) ,

where c is a universal constant.
For any ε > 0 and

√
N ≥ 4ε−1 , we have that

P (‖m(X)− µ‖F > 8ε) ≤ 8N (ε,F)e−Nε2/2 .

6.2 Strong Law of Large Numbers

In the following picture, we have illustrated the random evolution of the N -
particle approximation model:

η0 → η1 = Φ1(η0) → η2 = Φ0,2(η0) → · · · → ηn = Φ0,n(η0)
⇓
ηN0 → Φ1(ηN0 ) → Φ0,2(ηN0 ) → · · · → Φ0,n(ηN0 )

⇓
ηN1 → Φ2(ηN0 ) → · · · → Φ1,n(ηN1 )

⇓
ηN2 → · · · → Φ2,n(ηN2 )

⇓
...

ηNn−1 → Φn−1,n(ηNn−1)
⇓
ηNn
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In this picture, the sampling errors are represented by the implication sign
“⇓”. Using the identity Φq−1,n(ηNq−1) = Φq,n(Φq(ηNq−1)) , we observe that

ηNn − ηn =
n∑

q=0

[
Φq,n(ηNq )− Φq,n(Φq(ηNq−1))

]
, (26)

with the convention Φ0(ηN−1) = η0 . Note that each term on the r.h.s. represents
the propagation of the pth sampling local error Φq(ηNq−1)⇒ ηNq . This pivotal
formula will be of important use in the following. In addition, we have for
each η1, η2 ∈ P(Eq) and f ∈ Bb(En)

Φq,n(η1)(f)− Φq,n(η2)(f) =
1

η2(Gq,n)
[(η1(Qq,n(f))− η2(Qq,n(f)))

+ Φq,n(η1)(f)(η2(Gq,n)− η1(Gq,n))] .

We deduce the following formula which highlights the sampling errors:

ηNn (f)− ηn(f) =
n∑

q=0

1
ηNq−1(Gq,n)

[(ηNq (Qq,n(f))− Φq(ηNq−1)(Qq,n(f)))

+ Φq,n(ηNq )(f)(Φq(ηNq−1)(Gq,n)− ηNq (Gq,n))] . (27)

6.3 Extinction Probabilities

The objective of this short section is to estimate the probability of extinc-
tion of a class of particle models, associated with bounded (by one) potential
functions that may take null values. Let us recall that the limiting flow ηn is
well-defined, only up to the first time τ we have ητ (Gτ ) = 0 ; that is

τ = inf{n ∈ N : ηn(Gn) = 0} = inf{n ∈ N : γn+1 = 0} .

In the same way, the N -interacting particle systems are only defined up to
the time τN the whole configuration ξn ∈ EN

n first hits the hard obstacle set
(En \ Ên)N :

τN = inf{n ∈ N : ηNn (Gn) = 0}.

It follows the equivalence (τN ≥ n) ⇔ (ξ0 ∈ Ê0, · · · , ξn−1 ∈ Ên−1) , which
indicates that τN is a predictable Markov time with respect to the filtration
(FN

n ) , in the sense that {τN ≥ n} ∈ FN
n−1 . We have the following rather

crude but reassuring result [2][Theorem 7.4.1]

Theorem 2. Suppose we have γn(1) > 0 for any n ≥ 0 . Then, for any N ≥ 1
and n ≥ 0 , we have the estimate

P(τN ≤ n) ≤ a(n)e−N/b(n) ,

for some constants a(n) and b(n) which depend only on n and γn+1(1) .



Branching and Interacting Particle Interpretations 319

For a detailed proof, the reader is referred to [2][§7.4]. Its key idea is based
on the following observation. Using formula (23), we obtain for any p ≤ n ,

ηn(Gn) =
ηp(Gp,n+1)
ηp(Gp,n)

=
γn+1(1)
γn(1)

.

Now, referring to the setting of Theorem 2, we obtain that ηq(Gq) > 0 for
any 1 ≤ q ≤ n , and therefore that τ > n . In fact, assuming the condition
γn(1) > 0 for all n, avoids the tunneling problems with probability one, so an
exponential decrease of the extinction probabilities.

6.4 Convergence of Empirical Processes

This section provides precise estimates on the convergence of the particle
density profiles when the size of the system tends to infinity. We start with
the analysis of the unnormalized particles models and we show that this ap-
proximation particle has no bias. The central idea consists in expressing the
difference between the particle measures and the limiting Feynman-Kac ones
as such end values of martingale sequence.

We recall that a square integrable and FN -martingale MN = (MN
n )n≥0 is

an FN -adapted sequence such that E(MN
n )2 <∞ for all n ≥ 0 and

E(MN
n+1|FN

n ) = MN
n (PN − a.s.) .

The predictable quadratic characteristic of MN is the sequence of random
variables 〈MN 〉 = (〈MN 〉n)n≥0 defined by

〈MN 〉n =
n∑

p=0

E((MN
p −MN

p−1)
2|FN

p−1) ,

with the convention E((MN
0 −MN

−1)
2|FN

−1) = E(M
N
0 )2 . The stochastic process

〈MN 〉 is also called the angle bracket of MN and is the unique predictable
increasing process such that the sequence ((MN

n )2 − 〈MN 〉n)n≥0 is an FN -
martingale.

In the following, we will use the simplified notation (10). For instance, if
we consider the McKean model

Kn,η(x, ·) = Gn−1(x)Mn(x, ·) + (1−Gn−1(x))Φn(η) , (28)

we first observe that

Kq,η(ϕ− Φq(ϕ)) = Kq,η(ϕ)− Φq(η)(ϕ) = Gq−1(Mq(ϕ)− Φq(η)(ϕ)) .

So, let ϕ̃q be the function defined by ϕ̃q = ϕ− Φq(η)(ϕ) . We obtain
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Kq,η[ϕ−Kq,η(ϕ)]2 = Kq,η[ϕ̃q −Kq,η(ϕ̃q)]2

= Kq,η(ϕ̃q)2 − (Kq,η(ϕ̃q))2

= Kq,η[ϕ− Φq(η)(ϕ)]2 −G2
q−1[Mq(ϕ)− Φq(η)(ϕ)]2 .

(29)

Furthermore, if we consider the McKean model

Kn,η(x, ·) = Φn(η)(·) , (30)

we obtain
Kq,η[ϕ−Kq,η(ϕ)]2 = Φq(η)[ϕ− Φq(η)(ϕ)]2 . (31)

These two formulas indicate that the particle model in the first case is more
accurate than the other one.

Proposition 2. For each n ≥ 0 and fn ∈ Bb(En) , we let ΓN
·,n(fn) be the

R-valued process defined for any p ∈ {0, · · · , n} by

ΓN
p,n(fn) = γNp (Qp,nfn)1{τN≥p} − γp(Qp,nfn) . (32)

For any p ≤ n , ΓN
·,n(fn) has the FN -martingale decomposition

ΓN
p,n(fn) =

p∑
q=0

γNq (1)1{τN≥p}
[
ηNq (Qq,nfn)− ηNq−1Kq,ηNq−1

(Qq,nfn)
]
, (33)

and its bracket is given by

〈ΓN
·,n(fn)〉p =
1
N

p∑
q=0

(γNq (1))2 1{τN≥p}η
N
q−1

(
Kq,ηNq−1

[
Qq,nfn −Kq,ηNq−1

Qq,nfn

]2)
,

with the convention Φ0(ηN−1) = η0 = K0,ηN−1
.

The first consequence of Proposition 2 is that γNn is unbiased. More pre-
cisely, using the martingale decomposition (33) with p = n , we obtain for any
f ∈ Fn the following identity

E(γNn (f)1{τN≥p}) = γn(f) .

In fact, we have the more precise result [2][Theorem 7.4.2]

Theorem 3. For each p ≥ 1, n ∈ N , and for any (separable) collection Fn of
measurable functions f : En → R such that ‖f‖ ≤ 1 (and 1 ∈ Fn), we have
for any f ∈ Fn

E(γNn (f)1{τN≥p}) = γn(f) ,

and for any r ≤ n
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√
N E(‖1{τN≥r}γNr Qr,n − γrQr,n‖pFn)

1/p ≤ c(n+ 1)<p/2=!I(Fn) .

In addition, for any ε ≥ 4/
√
N , we have the exponential estimate

P
(
‖1{τN≥r}γNr Qr,n − γrQr,n‖Fn > ε

)
≤ 8(n+ 1)N (εn,Fn)e−Nε2n/2 , (34)

with εn = ε/(n+ 1) .

Applying the exponential estimate (34) with r = n and ε = γn(1)/2 , we
obtain, for any pair (n,N) such that

√
N ≥ 8/γn(1) , the following inequality

P
(
1{τN≥r}γ

N
n (1) ≥ γn(1)/2

)
≥ 1− 8(n+ 1)N (εn,Fn)e−Nε2n/2 ,

with εn = γn(1)/(2(n+1)) . Now, to obtain some exponential estimate for the
measure ηNn , we use the following decomposition

(ηNn (f)− ηn(f))1{τN≥n} =
γn(1)
γNn (1)

γNn

(
1

γn(1)
(f − ηn(f))

)
1{τN≥n} . (35)

If we set fn = 1
γn(1) (f − ηn(f)) , then since γn(fn) = 0 , (35) also reads

(ηNn (f)− ηn(f))1{τN≥n} =
γn(1)
γNn (1)

(γNn (fn)1{τN≥n} − γn(fn))

=
γn(1)
γNn (1)

ΓN
n,n(fn) . (36)

Let ΩN
n be the set of events

ΩN
n = {γNn (1)1{τN≥n} ≥ γn(1)/2} ⊂ {τN ≥ n} .

Using Theorem 3, we have

P(ΩN
n ) ≥ 1− b(n)2

N
,

where b(n) is a constant which depends on n only. If we combine this estimate
with Theorem 3 and (36), we find that for any f ∈ Bb(En) , with ‖f‖ ≤ 1

|E
(
(ηNn (f)− ηn(f))1{τN≥n}

)
| ≤ |E

(
(ηNn (f)− ηn(f))1ΩN

n

)
|+ 2P((ΩN

n )2)

≤ b(n)2

N
,

where b(n) is a new constant which depends on n only. Finally by Theorem
2, we conclude that

|E
(
(ηNn (f)1{τN≥n} − ηn(f))

)
| ≤ b(n)2

N
+ a(n)e−N/b(n) .

A consequence of this result is the following extension of the Glivenko-
Cantelli theorem to particle models.
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Corollary 1. Let Fn be a countable collection of functions f such that
‖f‖ ≤ 1 and N (ε,Fn) < ∞ for any ε > 0 . Then, for any time n ≥ 0 ,
‖ηNn (f)1{τN≥n} − ηn(f)‖Fn converges almost surely to 0 as N →∞ .

Some time-uniform estimates can also be obtained when the pair (Gn,Mn)
satisfies some regularity conditions. When these conditions are met the non-
linear Feynman-Kac semigroup Φp,n has asymptotic stability properties which
ensure that in some sense for each elementary term

[Φq,n(ηNn )− Φq,n(Φq(ηNq1))]→ 0 as (n− q)→∞ .

Consequently, according to (26), a uniform estimate of the sum of the “small
errors” can be proved. The reader is invited to consult [2][§7.4] for more details
about this subject.

6.5 Central Limit Theorems

Let us consider the particle approximation model ξn = (ξin)1≤i≤N associated
with a nonlinear measure-valued equation of the form

ηn = ηn−1Kn,ηn−1 . (37)

We will assume that γn(1) > 0 for all n . The n-th sampling error is the
measure-valued random variable V N

n defined by the formula

ηNn = ηNn−1K
N
n,ηn−1

+ V N
n /
√
N . (38)

Notice that V N
n is itself the sum of the local errors induced by the random

elementary transitions ξin−1 � ξin of the N particles; that is, we have

V N
n =

N∑
i=1

∆iV
N
n ,

with the “local” terms given for any ϕn ∈ Bb(En) by

∆iV
N
n (ϕn) =

1√
N
[ϕn(ξin)−Kn, η

N
n−1(ϕn)(ξin−1)] .

By definition of the particle model, ηNn is the empirical measure associa-
ted with a collection of conditionnaly independent random variables ξin with
distributions Kn,ηNn−1

(ξin−1, ·) . From this we obtain that

ENη0
[ηNn (fn)|FN

n ] = Φn(ηNn−1)(fn) = ηNn−1Kn,ηNn−1
,

where FN
n = σ(ξ0, · · · , ξn−1) is the σ-field asociated with the ξ0, · · · , ξn−1 .

So we readily find that E(V N
n (ϕn)) = 0 and
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E(V N
n (ϕn)2) = E(ηNn−1(Kn,ηNn−1

[ϕn −Kn,ηNn−1
(ϕn)]2)) .

In addition, for sufficiently regular McKean interpretation models, we have
the asymptotic result

lim
N→∞

E(V N
n (ϕn)2) = ηn−1(Kn,ηn−1 [ϕn −Kn,ηn−1(ϕn)]2) .

The formula (38) shows that the particle density ηNn satisfy almost the
same equation (37) as the limiting measures ηn . In fact [2][§9.3], V N

n (ϕn)
converges in law to a Gaussian random variable Vn(ϕn) such that

E(Vn(ϕn)) = 0 and E(Vn(ϕn)2) = ηn−1(Kn,ηn−1 [ϕn −Kn,ηn−1(ϕn)]2) .

These elementary fluctuations give some insight on the asymptotic normal
behavior of the local errors accumulated by the sampling scheme. Nevertheless,
they do not give directly CLT result for the difference between the particle
measures ηNn or γNn and the corresponding limiting measures ηn and γn .

Preliminaries

The key idea is to consider the one-dimensional FN -martingale

MN
n (f) =

√
N

n∑
p=0

1{τN≥p}[η
N
p (fp)− Φp(ηNp−1)(fp)] ,

where fp stands for some collection of measurable and bounded functions
defined on Ep . The angle bracket of this martingale is given by the formula

〈MN (f)〉n =
n∑

p=0

ηNp−1[Kp,ηNp−1
((fp −Kp,ηNp−1

fp)2)] .

Then [2][Theorem 9.3.1], for any sequence of bounded measurable functions
fp and p ≥ 0 , the FN -martingale MN

n (f) converges in law to a Gaussian
martingale Mn(f) such that for any n ≥ 0

〈M(f)〉n =
n∑

p=0

ηp−1[Kp,ηp−1((fp −Kp,ηp−1fp)
2)] .

A first consequence of this result is the next corollary which expresses
the fact that the local errors associated with the particle approximation sam-
pling steps behave asymptotically as a sequence of independent and centered
Gaussian random variables.

Corollary 2. The sequence of random fields VN
n = (V N

p )0≤p≤n converges in
law, as N → ∞ , to a sequence Vn = (Vp)0≤p≤n of (n + 1) independent and
Gaussian random fields Vp with, for any ϕ1

p, ϕ
2
p ∈ Bp(Ep) , E(Vp(ϕ1

p)) = 0 and

E(Vp(ϕ1
p)Vp(ϕ

2
p)) = ηp−1(Kp,ηp−1 [ϕ

1
p −Kp,ηp−1(ϕ

1
p)][ϕ

2
p −Kp,ηp−1(ϕ

2
p)]) .
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We now are concerned with the fluctuations of the particle approximation
measures γNn nd ηNn . Nevertheless, before we start, we recall some tools to
transfer CLT such as the Slutsky’s technique and the δ-method. Firstly, the
Slutsky’s theorem states that for any sequences of random variables (Xn)n≥1

and (Yn)n≥1 , taking value in some separable metric space (E, d) , which are
such that Xn converges in law, as n→∞ , to some random variable X , and
d(Xn, Yn) converges to 0 in probability, then Yn converges in law, as N →∞ ,
to X . We deduce of this theorem, that if Xn converges in law to some finite
constant c (which implies the convergence in probability) and Yn converges in
law to some variable Y , then XnYn converges in law to cY .

The other tool, also known as the δ-method [2][§9.3], is the following
lemma.

Lemma 5. Let (UN
0 , · · · , UN

n )N≥1 be a sequence of Rn+1-valued random vari-
ables defined on some probability space and (up)0≤p≤n be a given point in
Rn+1 . Suppose that

√
N (UN

0 − u0, · · · , UN
n − un)

converges in law, as N → ∞ , to some random vector (U0, · · · , Un) . Then,
for any differentiable function Fn : Rn+1 → R at the point (up)0≤p≤n , the
sequence √

N [Fn(UN
0 (ω), · · · , UN

n (ω))− Fn(u0, · · · , un)]
converges in law as N →∞ to the random variable

∑n
p=0

∂Fn
∂ui

(u0, · · · , un)Up .

Unnormalized Measures

We consider the R valued process ΓN
·,n(fn) introduced in Proposition 2. As

the reader may have certainly noticed, the martingale decomposition of ΓN
·,n ,

exhibited in Proposition, 2 is expressed in terms of the sequence of local errors
V N
n .
Let Γ

N

·,n(fn) be the random sequence defined as in (33) by replacing, in the
summation, the terms γNq (1)1{τN≥q} by their limiting values γq(1) . In order
to combine the CLT stated in Corollary 2 with the δ-method, we rewrite the
resulting random sequence as

√
N Γ

N

n,n(fn) =
√
N

p∑
q=0

γq(1)
[
ηNq − ηNq−1Kq,ηNq−1

]
(Qq,nfn)

=
√
N Fn(UN

0,n, · · · , UN
n,n) ,

with the random sequence (UN
p,n)0≤p≤n , and the function Fn given by

UN
p,n = V N

p (Qp,nfn)/
√
N and Fn(v0, · · · , vn) =

n∑
q=0

γq(1)vq .
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Since for any n ≥ 0 we have limN→∞ γNq (1) 1{τN≥q} = γq(1) in proba-
bility, we easily deduce from Corollary 2, the Slutsky’s theorem and the δ-
method that the real-valued random variable

√
N (γNn (fn)1{τN≥n} − γn(fn))

converges in law to the centered Gaussian random variable W γ
n (fn) =∑n

q=0 γq(1)Vp(Qp,nfn) with variance

σ2
n(f) =

n∑
q=0

(γq(1))2ηq−1

(
Kq,ηq−1 [Qp,nfn −Kq,ηq−1Qp,nfn]2

)
.

With the McKean model (28), the formula (29) gives the following new
expression for the variance

σ2
n(f) =

n∑
q=0

(γq(1))2ηq((Qq,nf − ηq(Qq,nf))2)

−
n∑

q=1

(γq(1))2ηq−1

(
G2
q−1(MqQq,nf − ηq(Qq,nf))2

)
. (39)

Normalized Measures

Using formula (35) and the Slutsky’s theorem, we obtain that the sequence of
real-valued random variables

W η,N
n (f) =

√
N (ηNn (f)− ηn(f))1{τN≥n}

converges to the Gaussian random variable W η
n given by

W η
n (f) = W γ

n

(
1

γn(1)
(f − ηn(f))

)
.

Now, let the semigroups Qp,n and the functions fp,n be respectively defined
by

Qp,n =
γp(1)
γn(1)

Qp,n , and fp,n = Qp,n(f − ηnf) . (40)

Then, the variance of the Gaussian random variable W η
n (f) is given by the

formula

E(W η
n (f)

2) =
n∑

p=0

ηp−1

(
Kp,ηp−1 [fp,n −Kp,ηp−1fp,n]

2
)
. (41)

Killing Interpretations and Related Comparisons

One of the best ways to interpret the fluctuations variances developed pre-
viously is to use the Feynman-Kac killing interpretations provided in Sect. 4.2.
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In this context, Xn is regarded as a Markov particle evolving in an absorbing
medium with obstacles related to [0, 1]-valued potentials. Using the same no-
tation and terminology as was used in Sect. 4.2, the Feynman-Kac semigroup
Qp,n has the following interpretation

Qp,n(xp, dxn) =
∫ {

n−1∏
q=p

Gq(xq)

}
Mp+1(xp, dxp+1 · · ·Mn(xn−1, dxn)

= Pcp,xp(Xn ∈ dxn, T ≥ n) ,

where Pcp,xp represents the distribution of the absorbed particle evolution
model starting at Xp = xp at time p . In this context, the variance of the
fluctuation variable W γ

n (1) , associated with the McKean interpretation model
(30), is given by

E(W γ
n (1)

2) = γn(1)2
n∑

p=0

ηp
(
[1−Gp,n/ηp(Gp,n)]2

)
= Pc(T ≥ n)2

n∑
p=0

∫
Ep

Pc(Xp ∈ dxp|T ≥ p)

[
Pcp,xp(T ≥ n)

Pc(T ≥ n|T ≥ p)
− 1

]2

.

We further assume that for any n ≥ p and ηp-a.e. xp, yp ∈ Êp , we have

Pcp,xp(T ≥ n) ≥ δPcp,yp(T ≥ n) , (42)

for some δ > 0 (see [2][Proposition 4.3.3] for sufficient conditions to obtain
the condition (42)). In this case we have

E(W γ
n (1)

2) ≤ b(δ)(n+ 1)Pc(T ≥ n)2,

for some finite constant b(δ) .
The killing interpretation also suggests another evolution model based

on N independent and identically distributed copies Xi of the absorbed
particle evolution model. The Monte Carlo approximation is now given by
N−1

∑N
i=1 1{T i≥n} , where T i represents the absorption time of the i-th par-

ticle. It is well known that the fluctuation variance σMC
n (1)2 of this scheme is

given by
σMC
n (1)2 = Pc(T ≥ n)(1− Pc(T ≥ n)) .

From previous considerations we find that

σMC
n (1)2

E(W γ
n (1)2)

≥ 1
b(δ)(n+ 1)

1− Pc(T ≥ n)
Pc(T ≥ n)

→∞ ,

as soon as Pc(T ≥ n) = o(1/n) .
In addition, according to the formulas (41) and (31), and the observation

that ηq(fq,n) = 0 , the variance of the random field W η
n can also be described

for any f ∈ Bb(En) as
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E(W η
n (f)

2) =
n∑

p=0

ηp(f2
p,n) .

If we choose the McKean model (28) then, according to the formula (29),
we conclude that the variance of the random field W η

n is defined for any
f ∈ Bb(En) by the formula

E(W η
n (f)

2) =
n∑

p=0

ηp(f2
p,n)−

n∑
p=1

ηp−1[(Gp−1Mp(fp,n))2] .

Then, we readily see that the variance of the corresponding CLT is
strictly smaller than the one associated with the McKean interpretation
Kn,η(xn−1, ·) = Φn(η) .

Application to Rare Event Analysis

We use the same notation and conventions as introduced in Sect. 5.3. Using
the fluctuation analysis stated in the Sect. 6.5, we have the following theorem

Theorem 4. For any 0 ≤ n ≤ m+ 1 , the sequence of random variables

WN
n+1 =

√
N (1{τN>n}γ

N
n+1(1)− P(Tn < TR))

converges in law (as N tends to ∞) to a Gaussian random variable Wn+1

with mean 0 and variance

σ2
n =

n+1∑
q=0

(γq(1))2ηq−1

(
Kq,ηq−1 [Qq,n+1(1)−Kq,ηq−1Qq,n+1(1)]2

)
.

The collection of functions Qq,n+1(1) on the excursion space E are defined
for any x = (xn)s≤n≤t by

Qq,n+1(1)(t, x) = 1Bq
(xt)P(Tn < TR|Tq = t,XTq = xt) .

Explicit calculations of σn are in general difficult to obtain since they rely
on an explicit knowledge of the semigroup Qq,n . Nevertheless, in the context
of rare event analysis, an alternative can be provided. Firstly, according to
the formula (39), the variance σ2

n takes the form

σ2
n = P(Tn < TR)2(an − bn) ,

with

an =
1

γn+1(1)2

n+1∑
q=0

(γq(1))2ηq((Qq,n+1(1)− ηq(Qq,n+1(1)))2)

bn =
1

γn+1(1)2

n+1∑
q=1

(γq(1))2ηq−1

(
G2
q−1(MqQq,n+1(1)− ηq(Qq,n+1(1)))2

)
.
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Then we observe that γp(1) = P(Tp−1 < TR) and

ηqQq,n+1(1) = γn+1(1)/γp(1) = P(Tn < TR|Tp−1 < TR) ,

from which we conclude that

an =
n+1∑
q=0

E
(
[∆n

q−1,q(Tq,XTq )1{Tq<TR} − 1]2|Tq−1 < TR
)
,

where

∆n
p,q(t, x) = P(Tn < TR|Tq = t,XTq = x)/P(Tn < TR|Tp < TR) .

In much the same way, we find

bn =
n∑

q=0

E(1{Tq<TR}[∆
n
q,q(Tq,XTq )− 1]2|Tq−1 < TR)

=
n∑

q=0

P(Tq < TR|Tq−1 < TR)E[∆n
q,q(Tq,XTq )− 1]2|Tq < TR) .

7 Conclusion

In this paper, we presented a new technique for reducing the number of trials in
Monte Carlo simulation of rare events based on interacting particle algorithms.
The main idea behind these models is to decompose the state space into a
judicious choice of threshold subsets related to the system evolution. A natural
probabilistic interpretation of this approach has been provided by Multilevel
Feynman-Kac excursion models. After having introduced these models, we
stated asymptotic results as the number of particles tends to infinity.

Nevertheless, asymptotic reassuring results are not satisfactory if one
wants to achieve bounds that are useful for a fixed number of particles. For in-
stance, the analysis of the stopping time of the algorithm is far from complete
and many questions remain to be answered. Other interesting questions are
left such on the optimal selection of the splitting levels, and how the number of
the levels, the number of particles and the number of independent simulations
influence the accuracy.

Further work will concentrate on practicable estimates of the size of the
particle models that ensures a given precision, or in refinements to these in-
teracting particle algorithms.
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J. Azma, M. Émery, M. Ledoux, and M. Yor, editors, Séminaire de Probabilités
XXXIV, volume 1729 of Lecture Notes in Mathematics, pages 1–14. Springer,
2000.

5. P. Del Moral and L. Miclo. Particle Approximations of Lyapunov Exponents
Connected to Schrödinger Operators and Feynman-Kac Semigroups. ESAIM:
Probability and Statistics, 7:171–208, 2003.

6. A. Doucet, N. de Freitas, and N. Gordon. An Introduction to Sequential Monte
Carlo Methods. In A. Doucet, N. de Freitas, and N. Gordon, editors, Sequential
Monte Carlo Methods in Practice. Springer Verlag, 2001.
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Summary. For safety-critical operations in the nuclear and chemical industries,
Petri nets have proven to be useful for the compositional specification of appropri-
ate accident risk assessment models. For air traffic operations, the development of
such model is more challenging due to the high distribution of and complex interac-
tions between the multiple agents involved. The specific problems are: A) Need for a
hierarchy from low level Petri nets to the complete Petri net; B) Duplication of arcs
and transitions within a low level Petri net; C) Cluttering of interconnections. The
chapter develops adequate solutions for each of these problems. The solution ap-
proaches are first explained graphically, and next formally. The approach developed
is illustrated for an air traffic operation example.

1 Introduction

The aim of this chapter is to extend the compositional specification power
of Petri nets for application to a multi-agent hybrid system. The motivating
type of application is accident risk assessment of safety-critical operations in
general, and of air traffic operations in particular. For safety-critical operations
in e.g. nuclear and chemical industries, it is common practice that accident
risk assessment models are being developed to provide valuable feedback to
the process of design and certification of a change (e.g. [16], [18]). Accident
risk assessment could play a similar valuable role in the design of novel air
traffic operations.

By the very nature of air traffic management, the various decision-makers
are highly distributed: per aircraft there is a crew of pilots, and per air traffic
control centre there are many human operators. In addition, the safety related
decision-making process involves interactions of these humans with each other
and with:

• a random and often unpredictable environment, e.g. varying wind, thun-
derstorms, etc.,
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• a large set of procedural rules and guidelines,
• many technical and automation support systems,
• decision-makers at airline operation centres.

These aspects make accident risk assessment for air traffic operations a
very challenging application area, the decision making process of which is
significantly more complex than it is of operations in other safety-critical
industries as is illustrated in Figure 1 of the Introduction of this book. This
makes the specification of an unambiguous mathematical model of air traffic
operations a very challenging task.

The most advanced approaches that have been developed in literature
to model accident risk of safety-critical operations in nuclear and chemical
industries make use of the compositional specification power of Petri nets to
instantiate a model, and subsequently use stochastic analysis and Monte Carlo
simulation (e.g. [16]) to evaluate the model. Since their introduction in the
1960s, Petri nets have shown their usefulness for many practical applications
in different industries (e.g. [4]). Various Petri net extensions and generalisa-
tions, new analysis techniques, and numerous supporting computer tools have
been developed, which further increased their modelling opportunities, though
falling short for air traffic operations. In order to capture the characteristics of
air traffic operations through a Petri net, [7] extended Dynamically Coloured
Petri Net (DCPN) of [6], [5], [8] to Stochastically and Dynamically Coloured
Petri Net (SDCPN) and proved that there exists a close relationship with
the larger class of Generalised Stochastic Hybrid Processes (GSHP) needed
to model air traffic operations. Basically, a DCPN is an extension of Coloured
Stochastic Petri Net (e.g. [12]), in the sense that in DCPN the token colours
evolve in time (dynamically) as solutions of differential equations while the
tokens reside in their places. In an SDCPN, differential equations are replaced
by stochastic differential equations. The DCPN formalism has been success-
fully used in practical air traffic applications, (e.g. [2], [3]). However, it was
found that when being used for modelling more and more complex multi-agent
hybrid systems, the compositional specification power of Petri nets reaches its
limitations. More specifically, the following problems were identified:

A. Need for a hierarchy from low level Petri nets to the complete Petri net. For
the modelling of a complete Petri net for complex systems, a hierarchical
approach is necessary in order to be able to separate local modelling issues
from global or interaction modelling issues.

B. Duplication of arcs and transitions within a low level Petri net. Often the
addition of an interconnection between two low-level Petri nets leads to a
duplication of transition and arcs in the receiving Petri net.

C. Cluttering of interconnections. The number of interconnections between
the different low level Petri nets tends to grow quadratically with the size
of the Petri net.
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2 Compositional Specification Challenge

In literature, approaches have been developed to address problem A. These
approaches are outlined below.

Ref. [14] introduced Hierarchical Coloured Petri Nets. These Hierarchical
CPNs allow a set of subnets, called pages, to be related to each other, in
such a way that together they constitute a single model. The pages interact
with each other in a well-defined way. A page can also be substituted by
a place or a transition, in order to show its role in the larger model, or to
postpone its detailed modelling until later. In addition to these substitution
transitions and places, Hierarchical CPN allow invocation transitions (CPN
is temporarily extended with a new instance of an invocation subpage), place
fusion (a set of places is folded into a single place) and transition fusion (a set
of transitions is folded into a single transition). The pages that interact solve
problem A.

More recent approaches also address problem A; they consider elementary
Petri nets that have input (or entry) and output (or exit) places through
which these Petri nets are coupled with other Petri nets. One example ap-
proach is B(PN)2 (Basic Petri Net Programming Notation), introduced by
Best and Hopkins (see e.g. [10]). The compositional denotational semantics
of B(PN)2 programs can be given in terms of M-nets (modular multilabelled
nets), which form an algebra of composable high-level Petri nets. These Petri
net components have at least one entry place and at least one exit place.
Several composition operations (e.g. parallel composition, sequential compo-
sition) are defined to couple the Petri nets. Communication is performed by
transition synchronisation. Another example approach is by [15], who intro-
duced the concept of Petri net Components and showed how systems can be
composed from components. These components have input and output places
and components can be connected at these input and output places. Ref. [15]
also provides the compositional semantics.

Also addressing problem A are [9] and [11], who consider sub-Petri nets
that model parallel systems, and draw these sub-Petri nets in separate boxes.
Places and transitions in different sub-Petri nets are coupled by arcs to model
interactions. Ref. [9] uses Synchronous Interpreted Petri Nets (SIPN) as basis
and shows how the interactions can be used to model synchronisation or pri-
ority of the parallel systems. Ref. [9] also allows hierarchy: a macroplace can
be exploded (or imploded) to form (or hide) a complete sub-Petri net. Ref.
[11] uses Generalised Stochastic Petri nets (GSPNs), refers to the sub-Petri
nets as modules, and adopts the requirement that there should be exactly one
token in each module; transitions in a module are not allowed to consume
a token from another module without returning one immediately. Therefore,
[11] introduced three module coupling mechanisms: 1) marking tests; 2) com-
mon transitions; 3) interconnection blocks. In addition, in order to improve
the compactness of the module, [11] recommends two rules, called optimisa-
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tion rules: 1) avoidance of immediate internal transitions; 2) module folding
using memories.

For addressing problem B, some ideas from literature are useful. In order
to avoid the duplication of transitions, one might apply transition fusion as
proposed by [14], or module folding of [11].

The aim of this chapter is to combine and adopt the approaches from lit-
erature that solve problem A and to develop approaches to solve problems B
and C, and to organise these new developments into a compositional specifica-
tion approach for SDCPN. In addition, also the effectiveness of the approach
is illustrated for the modelling of an air traffic example. The relations between
our approach and those found in literature are explained in Sections 4 and 5,
and are summarised below.

To solve problem A, the compositional specification of a SDCPN for a
complex process or operation starts with developing a Local Petri Net (LPN)
for each agent that exists in the process or operation (e.g. air traffic controller,
pilot, navigation and surveillance equipment). Counterparts of LPNs in liter-
ature are the modules of [11], the pages of [14] and the components of [15]. An
essential difference is that our LPNs (and [11]s modules) are connected with
each other such that the number of tokens residing in an LPN is not influenced
by these interconnections, while [14] and [15] do not pose this restriction.

We use two types of interconnections between nodes and arcs in different
LPNs:

• Enabling arc (or inhibitor arc) from one place in one LPN to one transition
in another LPN. These types of arcs have been used widely in Petri net
literature, including [11] for inhibitor arcs and [9] for both types.

• Interaction Petri Net (IPN) from one (or more) transition(s) in one LPN
to one (or more) transition(s) in another LPN. These IPNs are similar to
the interconnection blocks of [11]. If an IPN consists of one place only,
then the connection of two LPNs through an IPN also has some similarity
with place fusion, see e.g. [14] or [15], except that our IPN will not change
the number of tokens in its connecting LPNs.

Each LPN is surrounded by a box. This boxing idea has also been used
by e.g. [9] or [15]. Next, to solve problems B and C, we identify additional
interconnections between LPNs that allow, with well-defined meanings, arcs
to initiate and/or to end on the edge of the box surrounding an LPN. To
the authors knowledge this element has no counterpart in Petri net literature;
however, it is based on how [13] composes statecharts. The meaning of these
interconnections from or to an edge of a box allows several arcs or transitions
to be represented by only one arc or transition. In that sense, there is a relation
with transition fusion used by [14] and with module folding used by [11].

This chapter is organised as follows: Section 3 briefly outlines SDCPN; for
a more complete definition we refer to [7]. Section 4 outlines how a SDCPN
can be specified in a logical sequence for each entity of an agent, and explains
how the entities of agents are connected without changing the structure of low
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level entities. This solves problem A above. Section 5 defines some new Petri
net clustering types which avoid the internal duplication problem (problem B)
and the problem of cluttering interconnections (problem C). It is noted that
these clustering types can also be applied to other Petri net extensions than
SDCPN. Section 6 extends the SDCPN definition of Section 4 to include these
new clustering types. In Section 7 the approach developed is illustrated for an
air traffic operation example. Finally, Section 8 gives concluding remarks.

3 Stochastically and Dynamically Coloured Petri Net

This section gives a definition of SDCPN. Subsection 3.1 describes the SDCPN
elements, while Subsection 3.2 describes the SDCPN evolution rules. These
elements and evolution rules together form the SDCPN definition. For a more
formal SDCPN definition and a simple SDCPN example we refer to [5] and
to [7].

3.1 SDCPN Elements

A Stochastically and Dynamically Coloured Petri Net [7] is given by the fol-
lowing tuple: SDCPN = (P, T , A, N , S, C, V, W, G, D, F , I), where:

P is a set of places
T is a set of transitions which consists of a set of guard transitions (TG), a

set of delay transitions (TD) and a set of immediate transitions (TI).
A is a set of arcs which consists of a set of ordinary arcs (Ao), a set of enabling

arcs (Ae) and a set of inhibitor arcs (Ai).
N is a node function which maps each arc to an ordered pair of one transition

and one place; multiple arcs between the same place and transition are
allowed.

S is a set of colour types for the tokens occurring in the net (a colour is the
value of an object or process in Petri net terminology). Each colour type
is to be of the form IRn.

C is a colour function which maps each place to a colour type in S.
V and W are sets of place-specific colour functions which together describe

the behaviour of the colour of a token while it resides in its place. For each
place, these elements determine a stochastic differential equation, which
is locally Lipschitz continuous.

G is a set of Boolean-valued transition guards associating each transition in
TG with a guard function. This guard function is continuously evaluated
when the transition has a token in each of its input places, i.e., when
there is at least one token per input arc of the transition present. The
guard function must evaluate to True before the transition is allowed to
fire (i.e. remove and produce tokens). This happens when the colours of
the input tokens of the transition (which can change value through time)
reach particular transition-specific value combinations.
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D is a set of transition delays associating each transition in TD with a delay
function. This delay function is continuously evaluated when the transition
has a token in each of its input places. The delay function determines for
how long the transition must wait before it is allowed to fire (i.e. remove
and produce tokens). The firing rate depends on the colours of the input
tokens of the transition (which can change value through time) and is
determined by a Poisson point process.

F is a set of (probabilistic) firing functions. For each transition it describes
the quantity and colours of the tokens produced by the transition at its
firing. A transition produces 0 or 1 token per outgoing arc; this quantity
and the colour of the produced tokens is according to a transition-specific
probabilistic mapping rule that may depend on the colours of the input
tokens.

I is an initial marking which defines the set of tokens initially present, i.e., it
specifies in which places they initially reside, and the colours they initially
have.

The set of places P, the set of transitions T , the set of arcs A and the
node function N are defined in a Petri net graph. Figure 1 shows the graphical
representation of the elements in P, T and A. The node function N describes
how these components are connected into a Petri net graph.

Fig. 1. Notation for places, tokens, transitions and arcs in Petri net graphs. On the
right-hand- side there is a simple example Petri net graph, with two places and two
transitions and a token in place P1

3.2 SDCPN Evolution

Tokens and the associated colour values in a SDCPN evolve over time quite
similar as in a Coloured Stochastic Petri Nets (e.g. [12]). The main additions
are that the colour of a token while it is residing in a place is an element
of IRn (where n is place-specific) and may evolve according to a differential
equation that is governed by the colour functions V and W of the specific
place where the token resides, and that guard and delay transitions take the
evolving colour values into account. For DCPN, this differential equation is an
ordinary differential equation, completely described by V only. For SDCPN,
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this differential equation is a stochastic differential equation, described by V
(for the flow part) and W (for the Brownian motion term).

Tokens can be removed from places by transitions that are connected to
these places by incoming ordinary arcs. A transition can only remove tokens if
two conditions are both satisfied. If this is the case, the transition is said to be
enabled. The first condition is that the transition must have at least one token
per ordinary arc and one token per enabling arc in each of its input places
and have no token in the input places to which it is connected by an inhibitor
arc. When the first condition holds, the transition is said to be pre-enabled.
The second condition differs per type of transition. For immediate transitions
the second condition is automatically satisfied if the transition is pre-enabled.
For guard transitions the second condition is specified by the set of transition
guards G and for delay transitions it is specified by the set of transition delays
D, see their description in Subsection 3.1.

When these two conditions are satisfied, the transition removes the tokens
from the input places by which it is connected through an ordinary arc. It
does not remove the tokens from places by which it is connected through an
enabling arc. Subsequently, the transition produces a token for some or all of
its output places, specified by the firing function F . The colour of a produced
token (which must be of the correct type, indicated by what C defines for the
output place), and the place for which it is produced is also specified by the
firing function F . The evaluation of G, D and F may be dependent on the
colours of the input tokens of the corresponding transition.

In order to avoid ambiguity, for a DCPN the following rules apply when
two transitions are enabled simultaneously:

R0 The firing of an immediate transition has priority over the firing of a guard
or a delay transition.

R1 If one transition becomes enabled by two or more disjoint sets of input
tokens at exactly the same time, then it will fire these sets of tokens
independently, at the same time.

R2 If one transition becomes enabled by two or more non-disjoint sets of
input tokens at exactly the same time, and the firing of one set disables
the other, then the set that is fired is selected randomly.

R3 If two or more transitions become enabled at exactly the same moment
by disjoint sets of input tokens, then they will fire at the same time.

R4 If two or more transitions become enabled at exactly the same moment
by non-disjoint sets of input tokens, then the transition that will fire is
selected randomly, with the same probability for each transition.

Note that in RuleR2 there is a conflict between tokens fighting for the same
transition and in Rule R4 there is a conflict between transitions fighting for
the same set of tokens; these rules settle these fights by appointing a random
winner. In Rules R1 and R3 there is no conflict between tokens fighting for the
same transition or for transitions fighting for the same tokens; these firings
can occur independently and these rules only take care of the timing of these
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individual firings. For a motivation of why these rules are chosen like this,
see [5].

4 Local Petri Nets-Based Specification of an SDCPN

The compositional specification of a Stochastically and Dynamically Coloured
Petri Net for a complex process with many different interacting agents such
as exist in air traffic operations (e.g. air traffic controllers, pilots, navigation
and surveillance equipment), is a bottom-up process (note that for DCPN
this process is the same, except that no Brownian motion terms need to be
defined). Prior to starting this compositional process, per agent the relevant
low level functional entities have to be identified based on expert domain
knowledge of that agent. For this chapter we assume that these low-level
functional entities are given per agent. The compositional specification idea is
then first to specify one small Petri net per functional entity of an agent, and
refer to this as a Local Petri Net (LPN). Next, the interactions between these
LPNs are specified. Note that our LPN definition has similar counterparts in
Petri net literature. For example, [11] considers Generalised Stochastic Petri
Nets to be composed of Modules in a similar way as we propose for SDCPN
to be composed of LPNs. Ref. [14] proposes Hierarchical Coloured Petri Nets
to be composed of Pages, while [15] considers the composition of Petri Net
Components. An essential difference is that our LPNs (and Fotas modules)
are connected with each other such that the number of tokens residing in an
LPN (or module) is not influenced by these interconnections, while [14] and
[15] do not pose this restriction.

The specification of the various elements of one LPN is explained in Sub-
section 4.1; this has to be accomplished for all LPNs. Subsection 4.2 describes
how the interconnections between these LPNs are established.

4.1 Specification of Local Petri Net

Specification of elements P, T , A, N

First, places (drawn as circles) are identified for the LPN. These places may
represent operational or physical conditions (nominal modes and non-nominal
modes). Next, the transitions are identified: If between two places, say P1 and
P2, a switch might occur, one transition (rectangle) is drawn, with two arcs
(arrows) connecting the places with the transition. The places are gathered
in the set of places P, the transitions are gathered in the set of transitions T ,
and the arcs are gathered in the set of arcs A. The node function N describes
for each arc which place and transition it connects.
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Specification of elements S, C, V and W

A complex stochastic dynamic process such as in air traffic operations cannot
be described by places and transitions alone. Usually, some (piecewise) con-
tinuous valued timed processes are identified, which can be influenced by and
which can influence the LPN places and transitions. In SDCPN, continuous
valued processes are associated with tokens that reside in the places. In gen-
eral, if a token resides in a particular place, its value changes according to a
differential equation that is associated with that place. In this step, all places
are checked on whether a continuous valued process can be associated with it.
Note that on the other hand, it may happen that identified continuous valued
processes lead to a necessary introduction of new places. For example: one
continuous-valued process appears to alternately follow two different differen-
tial equations; in that case two places need to be introduced, each associated
with one of these differential equations. All continuous valued process types
are collected in the set S. The mapping of each place of the Petri net to one of
these types is described by C. The sets of place-specific colour functions V and
W describe how the colour of a token changes while it is staying in a place. For
each place, V and W specify the coefficients of a differential equation which
describes the rate of change of the token colour: if VP andWP define the token
colour functions for place P that has colour type CP , then the colour cPt ∈ CP
of a token in place P at time t satisfies: dcPt = VP (cPt )dt+WP (cPt )dwt, where
{wt} is Brownian motion.

Specification of elements G, D, F and I in Local PN terms

Next, for each transition, one should determine whether it is a guard transi-
tion, a delay transition or an immediate transition. A guard transition fires
based on the combined colours of its input tokens reaching some value. A
delay transition models a duration, e.g. of an action. An immediate transition
fires without delay. The guard transitions are collected in the set TG, the de-
lay transitions are collected in TD and the immediate transitions are collected
in the set TI . Subsequently, the guards G and the delays D are specified in
detail. The firing function F describes the colours of the tokens fired by a
transition into its output places, given the colours of the tokens in the input
places. Finally, the initial marking I describes which place(s) of the LPN ini-
tially contain one or more token(s) and describes the initial colour values of
these tokens, hence it describes the initial state of the process modelled by
the SDCPN.

4.2 Interconnections Between LPNs

The interconnections between the LPNs have to be specified in a way that
allows to start at the lowest level and then step by step going up to the
highest level, and such that an interconnection at a higher level does not
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imply a significant change at a lower level. The typical exception on this is
caused by non-local influences on G, D and F . In order to improve into this
desired direction, in this subsection some specific types of interconnections
are identified.

Following [11] one step in enabling a systematic bottom-up specification of
a Petri net is to ensure that each LPN always contains exactly one token. For
air traffic types of applications it often is useful to allow multiple tokens to be
within one LPN, e.g. one for each aircraft. Hence we relaxed the Fota-principle
to the following requirement: all interconnections between LPNs shall be such
that the number of tokens in an LPN is not directly influenced by these in-
terconnections. Subsequently we identified two types of interconnections that
satisfied our above requirement:

• Enabling arc (or inhibitor arc) from one place in one LPN to one transition
in another LPN.

• Interaction Petri Net (IPN) from one (or more) transition(s) in one LPN
to one (or more) transition(s) in another LPN.

Enabling and inhibitor interconnections are illustrated in Figures 2 and
3, respectively. Note that in these figures, each LPN is surrounded by a box.
This boxing idea has also been used by e.g. [9] or [15].

Fig. 2. Illustration of an enabling arc from one place in LPN A to one transition in
LPN B

Fig. 3. Illustration of an inhibitor arc from one place in LPN A to one transition
in LPN B
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Enabling and inhibitor arcs are used to describe how agents modelled by
individual LPNs influence each other. The transition at the tip of the arc (i.e.
transition T in LPN B in Figures 2 and 3) can only fire if the process modelled
by LPN A is in a particular state or marking, and when it fires, it may use the
information existing in this marking of LPN A. For example, it may appear
that the guard or delay of transition T is dependent of the colour of the token
in place P . In those cases, the Petri net graph needs to be extended with
(enabling) arcs from place P to transition T in order to get access to this
information (and the guard or delay of the transition, which in the previous
subsection has only be defined locally, needs to be adapted). Since tokens are
not consumed through enabling arcs at a transition firing, the state of LPN
A is not changed through this firing. Ref. [9] uses enabling arcs like this to
model synchronisation. [11] uses GSPN which do not support enabling arcs
although they do support inhibitor arcs; however, [11] does allow tokens of
other modules be consumed and immediately placed back, which is similar to
using an enabling arc.

An Interaction Petri Net (IPN) consists of at least one place, and zero or
more transitions. It connects, by means of ordinary arcs, one or more transi-
tion(s) in one LPN with one or more transition(s) in another LPN. If there
are transitions in the IPN, and if these transitions are connected with other
LPNs, then only enabling or inhibitor arcs can be used for the connections
of these transitions with other LPNs. An example of an IPN is illustrated in
Figure 4. It can be easily verified that an IPN does not influence the number
of tokens in the LPNs it connects.

Fig. 4. Illustration of an Interaction Petri Net from one transition in LPN A to two
transitions in LPN B

Interaction Petri Nets are used when enabling or inhibitor arcs are insuf-
ficient to model the interconnection between two agents. For example, it can
hold on to state information from its input LPN (i.e. LPN A in Figure 4) while
the state of LPN A itself evolves further. Also, IPNs can be used to connect
two transitions, while enabling or inhibitor arcs always connect a place with
a transition. Note that our IPNs are similar to the Interconnection blocks
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of [11]. The connection of two LPNs through an Interaction Petri Net also
has some similarity with Place Fusion, see e.g. [14] or [15], except that our
Interaction Petri Net will not change the number of tokens in its connecting
LPNs.

5 Extension with Interconnection Mapping Types

Interconnections between LPNs through enabling (or inhibitor) arcs and IPNs
might lead to a combinatorial growth of the number of interconnections with
the size of the Petri net. To avoid this combinatorial growth as much as
possible, in this section hierarchical clustering and interconnection mapping
approaches are graphically developed, based on how [13] composes statecharts:

1. Interconnection mapping types I and II are defined to avoid possible du-
plication of transitions and arcs within LPNs caused by specifying inter-
connections between LPNs.

2. Interconnection mapping types III, IV and V are defined to avoid clutter-
ing of interconnections between places and transitions of different LPNs.

3. Interconnection mapping types VI and VII define interconnections from
or to hierarchical clusters of LPNs, which reduce the cluttering of inter-
connections.

4. Combinations of interconnection mapping types, and an additional inter-
connection mapping type VIII that avoids a duplication of transitions and
arcs within an LPN and duplication of arcs between LPNs.

In Section 6, the SDCPN definition is extended to include these interconnec-
tion mapping types.

5.1 Avoid Duplication of Transitions and arcs within an LPN

Figure 5 shows an example where interconnections between LPNs lead to
duplication of transitions and arcs within one of these LPNs. A transition
from place P3 to place P4 occurs if either P1 or P2 contains a token. To
model this, it is necessary to use two transitions T1 and T2 between P3 and
P4. The use of only one transition between P3 and P4 would model an and
relation (i.e. both P1 and P2 contain a token) instead of an or relation.

In most cases, the duplicated transitions and arcs do not have an essentially
different meaning, and they are mostly introduced to be able to make use
of colours of tokens residing in other LPNs. In particular, these duplicated
transitions have the same guard or delay and the same firing function. This
makes that duplication leads to reduced readability. This subsection presents
some interconnection mapping types to avoid such duplication.
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Fig. 5. Illustration of duplication of transitions within an LPN

LPN interconnection mapping type I

A set of s enabling arcs initiating on s places, merging into one arc and ending
on one transition, means that this transition is duplicated s times, and that s
enabling arcs are drawn between the s places and the s resulting transitions.
This type of arc is called merging arc. The transition at the end of the merging
arc should be in a different LPN than the s places that are at the beginning of
the arc. Figure 6 shows an example of this interconnection mapping type. Note
that in order to avoid confusion when using this interconnection mapping type,
the s duplicated transitions should have the same guard or delay function and
the same firing function and their input places should have the same colour
type. Interconnection mapping type I is not defined with inhibitor or ordinary
arcs instead of enabling arcs.
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Fig. 6. LPN interconnection mapping type I. The point where several arcs merge
into one arc is represented by a small black square

LPN interconnection mapping type II

An enabling arc initiating on the edge of an LPN box and ending on a transi-
tion in another LPN box, means that enabling arcs initiate from all places in
the first LPN and end on duplications of this transition in the second LPN.
Figure 7 shows an example of this interconnection mapping type. The dupli-
cated transitions should have the same guard or delay function and the same
firing function and their input places should have the same colour type. In-
terconnection mapping type II is not defined with inhibitor or ordinary arcs
instead of enabling arcs.

Fig. 7. LPN interconnection mapping type II

5.2 Avoid Cluttering of Interconnections between LPNs

The interconnection mapping types in the previous subsection avoid the du-
plication problem, but not the cluttering due to the many enabling arcs and
IPNs between places and transitions of different LPNs. If several LPNs are



Compositional Specification by SDCPN 345

interconnected in one graph the result becomes unreadable. This subsection
presents some interconnection mapping types to avoid this:

• Interconnection mapping type III can be applied to avoid enabling arcs
cluttering.

• Interconnection mapping types IV and V can be applied to avoid IPNs
cluttering.

LPN interconnection mapping type III

An enabling arc ending on the edge of an LPN box, means that enabling
arcs end on each transition in this LPN. Figure 8 shows an example of this
interconnection mapping type. Interconnection mapping type III can also be
used with inhibitor arcs instead of enabling arcs. It cannot be used with
ordinary arcs, due to the restriction that the number of tokens in an LPN
should remain the same.

Fig. 8. LPN interconnection mapping type III

LPN interconnection mapping type IV

An ordinary arc initiating on the edge of an LPN box and ending on a place
within an IPN means that ordinary arcs initiate from all transitions in this
LPN. Figure 9 shows an example of this interconnection mapping type. In-
terconnection mapping type IV is not defined with enabling or inhibitor arcs
instead of ordinary arcs.

Fig. 9. LPN interconnection mapping type IV
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LPN interconnection mapping type V

An ordinary arc ending on the edge of an LPN box and starting from a place
within an IPN means that ordinary arcs end on each transition in this LPN.
Figure 10 shows an example of this interconnection mapping type. Intercon-
nection mapping type IV is not defined with enabling or inhibitor arcs instead
of ordinary arcs.

Fig. 10. LPN interconnection mapping type V

5.3 Clustering of LPNs

In this subsection, we define enabling arcs that go from or to a cluster of
LPNs. This is done following the next two interconnection mapping types.
Figures 11 and 12 show examples of these interconnection mapping types.

LPN interconnection mapping type VI

Suppose there is one LPN A and a set of n LPNs Bi (i=1,2, . . ., n) which
is enclosed by a large box. An enabling arc initiating on the edge of LPN A
and ending on the edge of the large box with the set of LPNs Bi, means that
the enabling arc represents n actual enabling arcs, initiating on the edge of
LPN A and ending on the edge of each LPN Bi. Interconnection mapping
type VI can also be defined from a place to a large box of LPNs (by means
of an enabling arc), or from a place within an IPN to a large box of LPNs
(by means of an ordinary arc). It is not defined with inhibitor arcs instead
of enabling arcs. Note that the right hand side of Figure 11 makes use of a
combination of interconnection mapping types II and III. For more examples
of such combinations, see Subsection 5.4.
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Fig. 11. LPN interconnection mapping type VI

LPN interconnection mapping type VII

Suppose there is a set of n LPNs Ai (i=1,2, . . ., n) which is enclosed by a
large box and one LPN B. An enabling arc initiating on the edge of the large
box with the set of LPNs Ai (i=1,2, . . ., n) and ending on the edge of LPN B,
means that the enabling arc represents n actual enabling arcs, initiating on
the edge of each LPN Ai and ending on the edge of LPN B. Interconnection
mapping type VII can also be defined from a large box to a transition. It is
not defined with ordinary or inhibitor arcs instead of enabling arcs.

Fig. 12. LPN interconnection mapping type VII
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5.4 Combinations of Interconnection Mapping Types and
Additional Type

Interconnection mapping types can also be combined, such as interconnection
mapping type I with II, type II with III, type IV with V, or type VI with VII.
An illustration of combination of II with III is given below.

LPN interconnection mapping types II and III combined

An enabling arc initiating on the edge of an LPN box and ending on the
edge of another LPN box, means that enabling arcs initiate from all places in
the first LPN and end on duplications of all transitions in the second LPN.
Figure 16-fig:LPN IMP II and III shows an example of this combination of
interconnection mapping types II and III.

Fig. 13. LPN interconnection mapping types II and III combined

Finally, we introduce an additional interconnection mapping type which
avoids duplication of transitions and arcs within an LPN, and consequently
cluttering of arcs between LPNs:

LPN interconnection mapping type VIII

An ordinary arc initiating on the edge of an LPN box and ending on a tran-
sition inside the same box, means that ordinary arcs initiate from all places
in the LPN box to duplications of this transition. The duplicated transitions
should have the same guard or delay function and the same firing function and
their set of input places should have the same set of colour types. Figure 14
illustrates how this avoids both the duplication of transitions and arcs within
an LPN, and the duplication of arcs between LPNs.
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Fig. 14. LPN interconnection mapping type VIII, which avoids duplication of arcs
and transitions within an LPN and duplication of arcs between LPNs

Remark: The interconnection mapping types introduced in this section
could also be used for other types of Petri nets than SDCPN, provided that
these other types of Petri nets support the same graphical elements as SDCPN,
such as enabling arcs. If this is not the case, the interconnection mapping types
might still be used, but then the restriction that the number of tokens in an
LPN cannot be changed by the interconnections must be removed.

6 Extension of SDCPN with Interconnection Mapping
Types I through VIII

This subsection extends the SDCPN definition of [7] to include the intercon-
nection mapping types identified in Section 5. The extension is referred to as
SDCPNimt.

SDCPNimt is a tuple (P, T , B, Aimt, L, N imt, S, C, V, W, G, D, F , I),
where P, T , S, C, V,W, G, D, F , I are as in the definition of SDCPN (Section
3 or Ref. [7]), and the other elements are outlined below:

Aimt is the set of arcs in the SDCPNimt. It equals the set of arcs A = Ao ∪
Ae ∪ Ai as defined in [7], but extended with a set of merging arcs (Am).
In other words, Aimt = A ∪Am.

A merging arc is a set of s ≥ 2 enabling arcs merging into one arc, where
s can be different for each merging arc. The merging point is denoted by a
small black square.

B is a set of boxes which consists of a set BL of LPN-boxes and a set BC of
Cluster-boxes.
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Each box in B is drawn as a rectangle with rounded corners. Note that at
this definition level, each element of B is just an empty box. The box function
L (see definition next) will specify the actual contents (i.e. the places and
transitions or other boxes) of each box in B. There, each LPN-box in BL will
be associated with an LPN, and each cluster-box in BC will be associated
with a cluster of LPNs.

L is a box function which specifies the contents of each box in B: L maps
each place in P to zero or one box in B, each transition in T to zero or
one box in B, and each box in BL to zero or one box in BC . Places (and
transitions) that form IPNs are not mapped to an LPN-box but can be
mapped to a cluster-box, and at least two LPN-boxes should be mapped
to each cluster-box.

For each LPN-box in BL, the box function specifies which places in P and
which transitions in T are drawn in it to form an LPN; for each cluster-box in
BC it specifies which (at least two) LPN-boxes in BL are drawn in it to form
a cluster of LPNs. Some places (and transitions) are not inside any LPN-box;
these form the IPNs. It is however possible that IPNs are part of a cluster-
box (although they are not part of an LPN-box). Similarly, not all LPN-boxes
need to be inside a cluster-box.

N imt is a node function which maps each arc in Am to an ordered pair of
which the first component is a set of places (but not in IPNs) or boxes,
and the second component is a transition. Furthermore, N imt maps each
arc in A = Ao ∪ Ae ∪ Ai, to an ordered pair of nodes, where a node is a
place, a transition, an LPN-box or a cluster-box. Multiple arcs between
the same pair of nodes are allowed (but not both an inhibitor arc and
another type of arc). There are the following restrictions:
• Ordinary arcs can only be drawn from a place to a transition within

the same LPN- box, from a transition to a place within the same LPN-
box, from a place in an IPN to a transition, from a transition to a place
in an IPN, from a place in an IPN to an LPN-box, from an LPN-box
to a place in an IPN, from a place in an IPN to a cluster-box, or from
an LPN box to a transition in the same LPN box.

• Enabling arcs can only be drawn from a place to a transition within the
same LPN- box, from a place to a transition in a different LPN-box or
in an IPN, from a place (but not in an IPN) to an LPN- or cluster-box,
from an LPN- or cluster-box to a transition, or between two boxes (i.e.
LPN-LPN, LPN-cluster, cluster-LPN or cluster-cluster).

• Inhibitor arcs can only be drawn from a place to a transition within
the same LPN- box, from a place to a transition in a different LPN-box
or in an IPN, or from a place (but not in an IPN) to an LPN box.

• Merging arcs can only be drawn from a set of places (but not in IPNs)
or boxes, to a transition that is in another LPN than these places or
boxes. The input places of a merging arc should be of the same type.
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Note that the guards G, delays D, and firing functions F defined for
DCPNimt are equal to those defined for SDCPN. However, since the elements
G, D, and F use the colours of the transition input tokens as input, their
evaluation is a little more complicated in the sense that from the SDCPNimt

graph it is not immediately obvious which places are the input and output
places of the transitions. These input and output places become clear if the
SDCPNimt graph is extended to a SDCPN graph, i.e. the cluttered one with-
out the interconnection mapping types. Some rules that avoid this for the
most-often used interconnection mapping types are given below. Here, only
the between-LPN interconnections are considered. The pre-enabling, enabling
or firing of each transition is also dependent on the colours of the input tokens
along the within-LPN connections, but to keep the description brief, these are
not considered here.

• If a transition has an incoming merging arc (see e.g. interconnection map-
ping type I), it is pre-enabled if it has a token in at least one of the places
also connected to this merging arc. The transition is enabled if it is enabled
by this input token as described in [7] (e.g. its guard evaluates to true, or
its delay has passed). If there are tokens in several of these input places,
the transition guard or delay function uses their colours in parallel for its
evaluation.

• If a transition has an (enabling) incoming arc connected with an LPN-box
(see e.g. interconnection mapping type II), then it is pre-enabled if there
is at least one token somewhere in this input LPN-box (and this is usually
the case). It is enabled if it is enabled by this input token as described in
[7].

• If the LPN-box in which a transition resides has an input place (see e.g.
interconnection mapping type III), then the transition is pre-enabled if
there is a token in this input place, and its guard or delay uses the colour
of this token for its evaluation as described in [7].

• If the LPN-box in which a transition resides has an input LPN-box (see e.g.
interconnection mapping type II combined with III), then the transition is
pre-enabled if there is at least one token somewhere in the input LPN-box
(and this is usually the case) and its guard or delay uses the colour of this
token for its evaluation as described in [7].

7 Free Flight Air Traffic Example

The compositional specification approach described has been used to specify
an initial SDCPNimt for a risk assessment of the Free Flight based air traffic
operation adopted in [17]. Free Flight -sometimes referred to as Self Separation
Assurance- is a concept where pilots are allowed to select their trajectory freely
at real time, at the cost of acquiring responsibility for conflict prevention.
It changes ATM in a fundamental way: the centralised control becomes a
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distributed one, responsibilities and tasks transfer from ground to air, ATC
sectorization and routes are removed and new technologies are brought in.
Before such concept can be implemented, it is necessary to determine its level
of safety. The aim of this section is to illustrate the SDCPNimt specification
developed in [1] for a collision risk model for Free Flight.

7.1 LPNs of the Free Flight Air Traffic Example

In the Free Flight air traffic example, the airspace is an En-Route Airspace
without fixed routes or an active ATC specifying routes. All aircraft flying in
this airspace are assumed to be properly equipped and enabled for Free Flight:
the pilots can try to optimise their trajectory, due to the enlarged freedom to
choose path and flight level. The pilots are only limited by their responsibility
to maintain airborne separation, in which they are assisted by a system called
ASAS (Airborne Separation Assistance System). This can be considered as a
system processing the information flows from the data-communication links
between aircraft, the navigation systems and the aircraft guidance and control
systems. ASAS detects conflicts, determines conflict resolution manoeuvres
and presents the relevant information to the aircrew.

The number of agents involved in the Free Flight operation is huge and
ranges from the Control Flow Management Unit to flight attendants. In the
setting chosen for an initial risk assessment, the following agents are taken
into account:

• A Pilot-Flying in each aircraft,
• A Pilot-Non-Flying in each aircraft,
• A number of systems and entities per aircraft, like the aircrafts position

evolution and the Conflict Management Support systems,
• A number of global systems and entities, like the communication frequen-

cies and the satellite system.

As explained in the beginning of Section 4, LPNs are specified for each
relevant functional entity of each agent. It was judged sufficient to specify the
following number of LPNs for the agents:

• 6 LPNs for each Pilot-Flying,
• 2 LPNs for each Pilot-Non-Flying,
• 36 LPNs for the systems and entities of each aircraft,
• 7 LPNs for the environment.

The actual number of LPNs in the whole model then depends on the number
N of aircraft involved, and equals 7 +N × (6 + 2 + 36).

7.2 Interconnected LPNs of Pilot Flying

This subsection illustrates, for the specific Free Flight air traffic example, a
Petri Net model for the Pilot Flying as agent. A graphical representation of
all LPNs the Pilot-Flying consists of, is given in Figure 15.
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Fig. 15. The agent Pilot-Flying in Free Flight is modelled by 6 different LPNs, and
a number of ordinary and enabling arcs and some IPNs, consisting of one place and
input and output arcs
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The Human-Machine-Interface where sound or visual clues might indicate
that attention should be paid to a particular issue, is represented by a LPN
that does not belong to the Pilot-Flying as agent and is therefore not depicted
in the Figure. Similarly, the arcs to or from any other agent are not shown
in Figure 15. Because of the very nature of Petri Nets, these arcs can easily
be added during the follow-up specification cycle. To get an understanding
of the different LPNs, a good starting point might be the LPN Current Goal
(at the bottom of the figure) as it represents the objective the Pilot-Flying is
currently working on. Examples of such goals are Collision Avoidance, Con-
flict Resolution and Horizontal Navigation. For each of these goals, the pilot
executes a number of tasks in a prescribed or conditional order, represented in
the LPN Task Performance. Examples of such tasks are Monitoring and Deci-
sion, Execution and Execution Monitoring. If all relevant tasks for the current
goal are considered executed, the pilot chooses another goal, thereby using his
memory (where goals deserving attention might be stored, represented by the
LPN Goal Memory) and the Human-Machine-Interface. His memory where
goals deserving attention might be stored is represented as the LPN Goal
Memory in Figure 15.

So, the LPNs Current Goal, Task Performance, and Goal Memory are
important in the modelling of which task the Pilot-Flying is executing. The
other three LPNs are important in the modelling on how the Pilot-Flying
is executing the tasks. The LPN State SA, where SA stands for Situation
Awareness, represents the relevant perception of the pilot about the states of
elements in his environment, e.g. whether he is aware of an engine failure. The
LPN Intent SA represents the intent, e.g. whether he needs to leave the Free
Flight Airspace. The LPN Cognitive mode represents whether the pilot is in
an opportunistic mode, leading to a high but error-prone throughput, or in a
tactical mode, leading to a moderate throughput with a low error probability.

Table 1. Numbers of interconnection mapping types and Petri net elements before
and after application of interconnection mapping types. The number of places (i.e.
19 places within LPNs and 8 places between LPNs) does not change due to the
interconnection mapping types

Number of elements In Figure 15 Without interconnection mapping types

Within LPNs 27 transitions 279 transitions
66 arcs 642 arcs

Between LPNs 16 ordinary arcs 293 ordinary arcs
7 enabling arcs 1023 enabling arcs
1 inhibitor arc 7 inhibitor arcs

Total 117 2244

There are many interactions (which, in some cases, are complex) between
these individual LPNs, which are depicted as enabling arcs and IPNs with one



Compositional Specification by SDCPN 355

place only. The use of the new interconnection mapping types makes that the
figure is still readable. Interconnection mapping types I, IV, V, VI and VII
have not been used, while type II has been used 2×, type III 4×, and type
VIII 3×. Table 1 shows that without the use of these interconnection mapping
types the figure really would be cluttered with duplicated transitions and arcs
within LPNs, and with connections drawn between LPNs.

8 Concluding Remarks

For the compositional specification of a multi-agent hybrid system this chap-
ter has introduced a hierarchical extension of the compositional specification
power of Petri nets, which avoids the need for all kinds of low level changes
once making connections at a higher model level. Moreover the problem of
combinatorial growth of the number of interconnections with the size of the
Petri net is remedied. The effectiveness of the SDCPN based compositional
specification is illustrated for an air traffic example of a taxiing aircraft cross-
ing an active runway.

After a SDCPNimt has been specified for a particular application, the
next step is to analyse it, and to investigate and assess particular charac-
teristics of the application. This can be done in various ways; for example,
the DCPNimt can be directly used as basis of a computer (e.g. Monte Carlo)
simulation. Instead of this, or in addition to this, a particular SDCPN prop-
erty can be used: In [7] it has been proven that, under a few conditions,
a SDCPN is equivalent to a particular powerful subclass of hybrid state
Markov process, named Generalised Stochastic Hybrid Process (GSHP, see
16-BujorianuLygerosGloverPola2003. Due to this equivalence, typical GSHP
properties can be used to analyse the SDCPNimt, even without elaborating
the particular transformation from SDCPNimt to GSHP for the application
considered, and Monte Carlo simulations can be run which make use of GSHP
mathematical properties. By those means, a collision risk model for Free Flight
is instantiated using Petri-nets and the new interconnection mapping types.
The usage of the new interconnection mapping types improves simplicity,
readability and resilience against modelling errors.
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